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Knowledge Bases

* Structured databases of knowledge usually
containing

* Entities (nodes in a graph)
* Relations (edges between nodes)

 How can we learn to create/expand knowledge
bases with neural networks”

* How can we learn from the information in knowledge
bases to improve neural representations?



Types of Knowledge Bases



WoraNet viller 1995)

* WordNet is a large database of words including
parts of speech, semantic relations
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* Nouns: is-a relation (hatch-back/car), part-of (wheel/car), type/instance distinction
e \erb relations: ordered by specificity (communicate -> talk -> whisper)
* Adjective relations: antonymy (wet/dry)

Image Credit: NLTK



CyC L enant 1995

A manually curated database attempting to encode
all common sense knowledge, 30 years In the making
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DBPed ia (Auer et al. 2007)

* Extraction of structured data from Wikipedia

Carnegie Mellon University Structured data

Coordinates: &1 40.443322°N 79 943583°W

From Wi<ipedia, the free encyclopedia

research university ir Pittsburgh, Pennsylvania. ;‘

Founded in 19C0 by Andrew Carnagie as the Carnagie Technical Schools, the university became the Carnagie I
Instrrute of ‘echnolocy In 1912 and degan granting four-year degrees. In 1967, the Carnegie Institute of
Technology mergad with the Mellen Institute of Industrial Research to form Carnegie Mellon University.

The university's 140-acre (67 ha) main campue ie 3 milee (6 km) from Downtown Pitteburgh. Carnegiz Melon hae
seven colleges anc independent schools: the College of Engineering, College of Fine Arts, Dietrich College of

Humanities anc Social Scierces, Mellon College of Science, Teoper Schocl of Busiress, H. John Feinz |l College
of Infarmation Systams and Public Policy, 2nd the School of Computer Science. The university also has campuses |  Former names  Carnegie Tecanical Schoals

in Qatar and Silicon Valley, with degree-granting programs in six continents. (1900—1£12)
| Carnaecie Institute of

Carnegis Melon is ran<ed 25th in the United States and 77th in the world by U.S. News & World Report® i is lechnology (1912-1967)
home to the world’s frst degree-granting Robotics and Crama programs,['®! as well as cne of the first Ccmputer Carncgic Mclon University
Science departments.l'! The university was ranked 89th for R&D in 2015 having spent $242 million.[2 (1968-1¢88) '/

Carnegie Mellon University
Carnegi2 Melon counts 13,650 students from 14 countries, over 100,000 living alumni, and over 5,000 faculty and (1088—prasent)
staff. Past and present faculty and alumni include 20 Nobel Pnze Laureates,['¥ 12 Turing Award winners, 22 Motto "My hear: is in the work"
Members of the American Academy of Arns & Sclences,[“‘l 19 Fellows of the American Association for the (Andrew Uarnegie)
Acvancement of Science, 72 Members of the National Academies, 114 Emmy Award winners, 44 Tony Award Type Private university

laureates, and 7 Academy Award winners.['=.




YAGO (Suchanek et al. 2007)

* A meta-knowledge base, combining information
from multiple sources (e.g. Wikipedia and
WordNet)

* Expansions to include temporal/spatial information



BabelNet
(Navigli and Ponzetto 2008)

Like YAGO, meta-database including various
sources such as WordNet and Wikipedia, but
augmented with multi-lingual information

BABEL SYNSET
...world’s firs: hydrogen balloon flight.
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Machine Translation systcm‘ Wlklpedl'd o WordNet
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Freepase (Bollacker et al. 2008

* Curated database of entities, linked, and extremely
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WikiData

(Vrandeci¢ and Krotzsch 2014)

 Knowledge base run by WikiMedia foundation and
successor to FreeBase

* |ncorporates many of the good points of previous
work: multilingual, automatically extracted +

curated, SPARQL interface



_earning Relations from
Embeadings



Knowledge Base
Incompleteness

* Even w/ extremely large scale, knowledge bases
are by nature incomplete

* e.9.In FreeBase 71% of humans were missing
“date of birth” (West et al. 2014)

 Can we perform “relation extraction” to extract
information for knowledge bases?



Remember: Consistency In
Embeaddings

* e.g. king-man+woman = queen (Mikolov et al.
2013)

WOMAN

/, AUNT QUEENS
MAN /

UNCLE KINGS \

QUEEN QUEEN

7

KING KING




Relation Extraction w/ Neural
Tensor NetworKs (socher et al. 2013)

* Afirst attempt at predicting relations: a multi-layer
perceptron that predicts whether a relation exists

urf (Wrie1 + Wgaes)

* Neural Tensor Network: Adds bi-linear teature
extractors, equivalent to projections in space

e e =t (W e+ v [0

€2

+br)

* Powerful model, but perhaps overparameterized!



_earning Relations from

Embeddings (

Bordes et al. 2013)

e [ry to learn a transformation vector that shitts word
embeddings based on thelr relation

* Optimize these vectors to minimize a margin-based 10ss

L= Z Z v+ d(

(h,L,t)ES (R Lt')ESY, 4 4y

h+£,t) —d(h' +£,t')]

* Note: one vector for each relation, additive
modification only, intentionally simpler than NTN



Relation Extraction w/ Hyperplane
Translation (Wang et al. 2014)

Motivation: it Is not realistic to assume that all dimensions are
relevant to a particular relation

Solution: project the word vectors on a hyperplane specifically for
that relation, then verify relation
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e Also, TransR (Lin et al. 2015), which uses full matrix projection



Decomposable Relation
Moaqel (Xie et al. 2017)

* |dea: There are many relations, but each can be
represented by a limited number of “concepts”

* Method: Treat each relation map as a mixture of
concepts, with sparse mixture vector a

fr(h.t) =] - D-h+r—al  -D-t
» Better results, and also somewhat interpretable relations

similar_to(T) 0.8
similar_to(H) 0.7
instance_hypernym(T) 0.6
c instance_hypernym(H)
S 0.5
instance hyponym(T)

©
‘@ instance hyponym(H) . 0.4
o hypernym(T) 0.3

hypernym(H) 0.2
hyponym(T) 0.1
nyponym(H) Il A

0 2_ 4 6 8
Concept



|_earning from Text Directly



Distant Supervision for
Relation Extraction (vintz et al. 2009)

* (Given an entity-relation-entity triple, extract all text
that matches this and use it to train

[Steven Spielberg]’s film [Saving Private
Ryan] is loosely based on the brothers’ story.

Allison co-produced the Academy Award-
winning [Saving Private Ryan], directed by
[Steven Spielberg]...

* Creates a large corpus of (noisily) labeled text to
train a system



Relation Classification w/
Recursive NNs (Socher et al. 2012)

* Create a syntax tree and do tree-structured encoding

* Classity the relation using the representation of the
minimal constituent containing both words

Recursive Matrix-Vector Model
S o)~ vector
f(Ba, Ab)= s 57 /\ . |
/\ © 9 |- matrix
Ba=@e) Ab=G@ e —
T OO I ® 06 \\
. very good movie
(a,A) (b,B) (c,C)




Relation Classification w/
CNNS (zeng et al. 2014)

e Extract features w/o syntax using CNN

e | exical features of the words themselves

o Features of the whole span extracted using convolution

[People] have begn mouving back
into [downtown]
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Figurc 1: Architccture of the ncural network used
for relation classification.
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Figurc 2: The framework uscd for extracting scn-
tence level features.



Jointly Modeling KB Relations
and lext (Toutanova et al. 2015)

e To model textual links between words w/ neural net:
aggregate over multiple instances of links in dependency tree

Textual Pattern Count
appos rer ob-
SUBJECT—2— founder—sof OB JECT 12
) nsubj - dob)j .
SUBJECT«——co-founded——OBJECT 3
YPOS bi
SUBJECT—22% co-founder = of =% OBJECT 3
nj hi
SUBJECT—,co-founder =t of 22, 0BJECT 3

* Model relations w/ CNN

= max{h }

h =tanh(W ‘v | + W + Wy (+08)

20D

= of ~  OBJECT

prep.

SUBJFCT » co-founder



Modeling Distant Supervision
Noise In Neural Models (Luo et al. 2017)

* |dea: there Is noise In distant supervision labels, so we
want to model it

» Prediction

= (\/ o
predicted distr.

_ —» Encoder —» —» Transformation —>/\/\

~  Noise

sentences vJ embeddings | Modeling — ()  Observed distr.

U transition matrix

e By controlling the “transition matrix”, we can adjust to the
amount of noise expected in the data

« [race normalization to try to make matrix close to identity

e Start training w/ no transition matrix on data expected to
be clean, then phase in on full data



| earning from Relations
Themselves



Modeling Word Embeddings
vs. Modeling Relations

* Word embeddings give information of the word In
context, which is indicative of KB traits

* However, other relations (or combinations thereof)
are also indicative



lensor Decomposition
(Sutskever et al. 2009)

* Can model relations by decomposing a tensor
containing entity/relation/entity tuples

N \ /'\/E'R\/‘\
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C
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Modeling Relation Paths

(Lao and Cohen 2010)

* Multi-step paths can be informative for indicating
individual relations

* e.g. "given word, recommend venue in which to
publish the paper”

ID Weight Feature

HasTitle !
1 26.9 word

In .
» paper — journal

HasTitle ! FirstAuthor First Author 2

In .
2 4.5 word » paper author » paper — journal
HasTitle ! AnyAuthor AnyAuthor™ . In .
3 2.8 word » paper » author » paper — journal
GeneticallyRelated HasGene ! In .
4 1.1 gene » gene » paper — journal
~ HasGene ! In .
5) 0.9 gene » paper — journal
« AnyPaper Cite In .
6 0.6e » paper —— paper — journal




Optimizing Relation Embeddings
over Paths (Guu et al. 2015)

* Traveling over relations might result in error propagation

 Simple idea: optimize so that after traveling along a path,
we still get the correct entity




Differentiable Logic Rules
(Yang et al. 2017)

Consider whole paths in a differentiable framework

HasOfficelnCity(New York, Uber)
CityInCountry(USA, New York)

Y = USA
— X = Uber \/
_ " In which country Y >>

\C: d% X ha_ve ?ff_'ce"’ o HasOfficelnCountry(Y, X) € HasOfficelnCity(Z, X), CitylnCountry(Y, 2)
v N T X = Lyft
Cz?_ﬁ;HasOfﬁcelnCountry(Y, X)? :.)____,_/
. & HasOfficelnCity(Paris, Lyft) Y = France

CitylInCountry(France, Paris)

* [reat path as a sequence of matrix multiplies,
where the rule weight is a

Z o llxep, Mg,
l



Using Knowledge Bases to
Inform Embeddings



| exicon-aware Learning of Worao
Embeddings (e.g. Yu and Dredze 2014)

* |Incorporate knowledge in the training objective for
word embeddings

* Similar words should be in close places in the space



Retrofitting of Embeddings to
EXISting LeXxIicons (Faruqui et al. 2015)

e Similar to joint learning, but done through post-hoc
transformation of embeddings

* Advantage of being usable with any pre-trained embeddings

* Double objective of making transformed embeddings close to
neighbors, and close to original embedding

V(Q) =) |aillgi—dl*+ Y Billa— gl

i=1 (i,)EE

e Can also force antonyms away from each-other (Mrksic et al. 2016)



Multi-sense Embedding w/
| exicons (Jauhar et al. 2015)

e Create model with latent sense

* Sense can be optimized using EM or hard EM
(select the most probable)

Context word
(observed) ChaseJ\ /Lloaned money
p(c|s) 7

Sense bank2
(latent)
p(s | w) T

Word b an k
(observed)




Questions?



