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NN and some NLP tasks

Alice was beginning to get very tired of
gsitting by her sistaer on the bank, of
having nothing to do: once or twice she
had peeped into the book her sister was
reading, but it had no pictures or
conversations in it, ' what is the use
of a book,' thought 2lice 'without
pictures or conversation?'

P(wi.i=of |wistired)=1
P(wi.i=of |wm=use) =1
PWii=sister | w=her)= 1
P(wi-1=beginning | wi=was) =1/2
P(wi.1= reading | wiswas) = 1/2

P{wis1= bank | wisthe) =1/3
P(wi,1= book | wisthe)=1/3
P(wisi= use | wi=the) =1/3
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Document Problems:
Entity Coreference

Queen Elizabeth set about transforming her husband, King
George VI, into a viable monarch.

A renowned speech therapist was summoned to help the
King overcome his speech impediment...

Example from Ng, 2016

e Step 1: Identity Noun Phrases mentioning an entity
(note the difference from named entity recognition).

o Step 2: Cluster noun phrases (mentions) referring
to the same underlying world entity.



Mention(Noun Phrase)
Detection

A renowned speech therapist was summoned to help the
King overcome his speech impediment...

A renowned speech therapist was summoned to help the
King overcome his speech impediment...

 One may think coreference is simply a clustering problem of given
Noun Phrases.

* Detecting relevant noun phrases is a difficult and important step.
* Knowing the correct noun phrases affect the result a lot.

 Normally done as a preprocessing step.
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Components of a
Coreference Model

Like a traditional machine learning model:

We need to know the instances (e.g. shift-reduce
operations in parsing).

We need to design the features.

We need to optimize towards the evaluation
metrics.

Search algorithm for structure (covered in later
lectures).



Coreference
Models:Instances

» Coreference is a structured prediction problem:

« Possible cluster structures are in exponential number of the number of
mentions. (Number of partitions)

 Models are designed to approximate/explore the space, the core difference is
the way each instance is constructed: S e e

¢ Mention-Pair Model ueen Elizabeth

» Entity-Mention Model

* Mention-Ranking Model husband |
Which mention

* Latent Tree Models King George VI

 Mimic the cluster creation process of human.



Mention Pair Models

* The simplest one: Mention Pair
Model:

» Classify the coreference relation
between every 2 mentions.

e Simple but many drawbacks:

e May result in conflicts in
transitivity.

e Too many negative training
instances.

* Do not capture entity/cluster
level features.

« No ranking of instances.

Queen Elizabeth set about
transforming her husband, King
George VI, into g viable monarch.

A renowned speech therapist was
summoned to help the

King overcome his speech impediment...

V: Queen Elizabeth <-> her

X: Queen Elizabeth <-> husband

X: Queen Elizabeth <-> King George VI
X: Queen Elizabeth <-> a viable monarch




Entity Models:
Entity-Mention Models

Example Cluster | evel Features:
Are the genders all

* Entity-Mention Models

compatible?
| Is the cluster containing
 Create an instance pronouns only?
between a mention Most of the entities are the
and a previous™ Wl Saeiiea
ize of the clusters”
cluster.
Problems:
Daume & Marcu (2005); * No ranking between the
Cullotta et al. (2007) antecedents.
* Cluster level features are difficult
* This process often follows the natural to design.

discourse order, so we can refer to partial
build clusters. 9




Entity Models:
Entity-Centric Models

Clark and Manning (2015)

¢ Entity Centric Models L earning Algorithm
* Build up clusters during
* Create an instance learning (normally
between two clusters. UG g
* No cluster creation gold
. standard!!
* Allow building a  “Create’ gold standard to

entity representation. guide the clusters.

e Train with RL: Clark and
Manning (2015) trained it
with DAgger.

Problems:
e Cluster level features are difficult

to design. (recurring problem)
* No direct guidance of entity
creation process
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Ranking Models

 Added relative importance to antecedents.
o Easy-first intuition, some decisions are easier than the others.
 Help deal with imbalance between positive and negative.

* Anaphora problem: what if a mention does not have an antecedent?
(Create a NULL mention)

* Mention Ranking (Currently more popular)
* Ranking previous mentions. (Durrett & Klein 2013, Ma et.al 2016)
e Entity Ranking

« Rank preceding clusters, not individual mentions. (Rahman & Ng, 2009)
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Ranking Model:

Mention Ranking
(Durrett and Klein, 2013)

N N Y N

1« | Correct

| «— | False Anaphor | 2¢— | Correct

1< | Correct 2¢«— | False Anaphor | 3«— | Wrong Link
NEW | Correct NEW | False New NEW | Correct NEW | False New
./ ___/ ___/ ____
ai a2 a3 a

[Voters]i agree when [they]i are given a [chance]: to decide if [they]: ...

A Log-Linear probabilistic Model
o Create a antecedent structure (al, a2, a3, a4): where each mention need to

decide a ranking of the antecedents
 Problem: No Gold Standard antecedent structure?
e Sum over all possible structures licensed by the gold cluster
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Ranking Model
Entity Ranking

(Rahman & Ng, 2009)

Features describing m;, a candidate &
I pPRONULNGL Y ifm, is& prc
2 SUBJECT.l Y ifm; is & sut
3 NESTED.. Y ifrn, is & nay

Features describing my,, the mention
4 NIMRERZ SINGIIT.AR or Pl
h CENNERZ MALE. FEMALER

common first n

5  PRONOUN_2 Y ifrn; is a pre
7 NESTED.2 Y ifrn; is a nex
8  SEMCLASS.2 the semsert.c ¢l

NIZATION, DATI
mined using Wi
nzer (Finkel, C
Y if oy s ceter
recognizer; clee
tke nominctive
feasure value ©

9 ANIMACY_2

10 rno_ryrz 2

Features describing the relationship between m;, a candidate antecedent and mq,
the mention to be resolved (continued from the previous page)

30

31

3‘)

SEMCLASS

ALIAS

DISTANCE

C i the mentions have the same semartic class (where the set of
semantic classzs considered here is enumesrzated in the description o?

the SEMCLASS 2 feature’; [ if they don’t; NA if the semartic class
infermation for cne or both mentions cannot be desermined

C if one mention is an abbraviation or ar. acronym of the other; else
1

binnec values for sentence dis:ance betwaen the mentions

Additional features describing the relationship between m;

. a eandidate antecedent

and my, the mention to he resolved

33

34
35
36
38
39

NUMBER’

GENDER
IPRONOUN'
NESTED'
SEMCLASS’
ANIMACY’

FPROUSLYPE

the concatenation of the NUMBER 2 feature values of m; and my.
Eg.if m; is Clinton £nc my is they, the feature va ue is SINCULAR-
FLURAL, since mn; is singulsr anc my is plural

the concatenasion of the GENDER.2 feature values of m, and my
the concatenasion of the PRONOUNZ2 Zcaturce valuce of my enc my
the concatenasion of the NESTED-2 feature values of m; and my
the concatenasion of the SEMCLASS2 feature values ol m; and my
the concatenaiioa of the ANIMACY 2 [eature values of 1y and g

the concatenazion of the PrO1 YPEL2 festure values of m; and m;

Rank previous clusters for a given mention.

Similarly, a NULL cluster is added to the antecedents.
Rahman & Ng use a complex set of features (39 feature templates)
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L atent Iree Moaels

(Bjorkelund and Kuhn, 2014)

| atent Tree Model share
some similarities with the
mention ranking models.

Each subtree under the root
represent a cluster.

Trained as structured perceptron
* Create a antecedent structure (as a tree), where each mention need to
decide which antecedent to linked to (similar to a ranking)

* Problem: No Gold Standard antecedent tree”? (Hence called the Latent Tree)
* Pick the highest scored tree structure within all possible structures
licensed by the gold cluster




What's the role of
Neural Networks here



Problems in Coreference:
revisiteo

 Instance Problem

 We've introduced 4 different modeling methods, many seem
to work in their own settings.

 Feature Problem

* The core of the success may still be the feature problem. For
example, Bjorkelund and Kuhn use a decision tree for feature
induction. Durrett and Klein conduct careful feature
engineering and selection.

* Metric Problem: clustering metric is (very) difficult to compute
(any thoughts?)
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crror Driven Analysis

(Kummerfeld and Klein, 2013)

@@ @@ x®xxx @@ ®°O
1. Alter Span l 2. Split l 3. Remove l 4. Introd l 5. Merg l
DO® SO @® 0.0

* Five types of operation to transform coreference decisions.

 The combination of the operations creates 7 types of errors.

17



crror Driven Analysis

(Kummerfeld and Klein, 2013)

Metric F-Scores Span Conflated Extra Extra Divided Missing Missing

System Mention MUC B* | Eror Entities Mention Entity Entity Mention Entity
PUBLICLY AVAILABLE SYSTEMS

BERKELEY 75.57 6643 66.17 |3 WO O O - [ —
IMS 7296 6471 6473 |0 2O N O oD - -
STANFORD-T 7121 6140 63.06 | =20 w2 D D oD - [ —
STANFORD 58.56 4837 5642 i mED - O e . | —
RECONCILE 4645 4940 5490 m— . D ] D I |-
BART 56,61 46.00 5256 ) =W - =) ) - [ —
UIuC 5060 4521 5288 D WO - D WD - -
CHERRYPICKER 41,10 40.71 5139 | mmm WO " O . .

Five types of operation to transform coreference decisions.

The combination of the operations creates 7 types of errors.
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Easy Victories & Uphill Battles

* A mention ranking model (We've actually covered its
model in previous slides).

* Error type based loss in cost function:

* Trained with softmax-margin cost (a way to add cost
sensitive training to log-linear models).

e Combined loss: (a,C*) = apaFA(a,C") + apnFN(a, C*) + awrL,WL(a, C*)

 FA (False Anaphora), FN (False New), WL(Wrong
Link)
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Easy Victories & Uphill Battles

(Durrett and Klein, 2013)

» Easy Victories from Surface (lexical) Features:

* |gnore all many complex features, all replaced with surface features.

« Data driven features beat Heuristic driven (Sounds familiar?).

 Many heuristic features can be captured (implicitly) by surface
features:

 Number, gender, person can be encoded in pronouns.
» Centering theory: verb before or after can indicate subj, ob.

e Definiteness: first word of a mention will encode that.
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Easy Victories & Uphill Battles

Feature name Count
Features of the SURFACE system 418704
Features on the current mention
[ANAPHORIC] + [CURRENT ANCESTRY] 46047
Features on the antecedent
[ANTECEDENT ANCESTRY] 53874
[ANTECEDENT GENDER] 338
[ANTECEDENT NUMBER] 290
Features on the pair
[HEAD CONTAINED (T/F)] 136
[EXACT STRING CONTAINED (T/F)] 133
[NESTED (T/F)] 355
[DOC TYPE] + [SAME SPEAKER (T/F)] 437
[CURRENT ANCESTRY] + [ANT. ANCESTRY] | 2555359

Feature name Count
Features on the current mention
[ANAPHORIC]| + [HEAD WORD] 41371
[ANAPHORIC] + [FIRST WORD] 18991
[ANAPHORIC] + [LAST WORD] 19184
[ANAPHORIC] + [PRECEDING WORD] 54605
[ANAPHORIC] + [FOLLOWING WORD | 57239
[ANAPHORIC] + [LENGTH] 4304
Features on the antecedent
[ANTECEDENT HEAD WORD] 57383
[ANTECEDENT FIRST WORD] 24239
[ANTECEDENT LAST WORD] 23819
[ANTECEDENT PRECEDING WORD] 53421
[ANTECEDENT FOLLOWING WORD] 55718
[ANTECEDENT LENGTH] 4620
Features on the pair
[EXACT STRING MATCH (T/F)] 47
[HEAD MATCH (T/F)] 46
[SENTENCE DISTANCE, CAPPED AT 10] 2037
[MENTION DISTANCE, CAPPED AT 10] 1680

Final Feature Set




Some Possible
Improvements w/ NN

Train towards the metric using Deep RL.

Learn the features with embeddings since most of
them can be captured by surface features.

Can some features be captured better with NN
Train the full system to reduce specific error types:

* which errors specifically?
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Coreference Resolution w/ Entity-
Level Distributed Representations

Clark & Manning (2015)

Mention-Pair Representation .., Cluster-Pai Cy
f ) uster-Paur
OOCOO0OCOOOCOOOC Representation O O O O

Hidden Layer h. | ReLU(W.h, | b.) Telra; r2)
OOCO00COOOCOOO0) I}’Odin%

Hidden Layer h T HeLU(Wah: + b2
OOCOO00COODCOOOC 91010]0,

Input Layer hg ReLlI(Whh, + b, Mention-Pair

- - ~ Representalions

|IOO o--%llO-o-Ol lw... OOIIO..OOI IOoooOll I‘m(cl,CZ)
Candidate Candidate Mention Mention Pair and
Antececent  Antecedent  Fmbeddings Features  Dociment
Fmheddings  Features Featnres

Mention Pair Mode| e

Mention Pair Model and Cluster Pair model to capture representation
Typical Coreference Features are used as embeddings or on-hot features Feature

Mention Pair Features are fed to the cluster pair features, followed by pooling

Heuristic Max-Margin as in Wiseman et al.(2015) and Durrett & Klein (2013) Objective

* Cluster merging as with Policy Network (MERGE or PASS) at
Trained with SEARN (Daume Il et al., 2009) Iraining



Deep Reinforcement Learning for
Mention-Ranking Coreference Models

Clark & Manning (2016)
e A continuous of the previous model:

* Same features and structure.
* Objective changed: reinforcement learning

* Choosing which previous antecedent is considered as
an action of the agent.

e The final reward is one of the 4 main evaluation metric in
coreference (B-Cubed).

e Best model is reward-rescaled reinforcement method.
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Cluster Features w/
Neural Network

Wiseman et.al (2016)

Cluster level features are difficult to
capture.
Example cluster level features:
e most-female=true (how to define
most?).

 Pronoun sequence: C-P-P = true.
Use RNN to embed features from multiple
mentions into a single representation.
 No hand designed cluster level feature
templates.
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Fnd-to-End Neural Coreference

Lee et.al (2017)

* 2 main contributions by this paper:

 Can we represent all features with a more typical
neural network embedding way”

e Can neural network allow errors to flow end-to-
end? All the way to mention detection?

* This solves another type of error (span error),
which is not previously handled.
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End-to-End Neural
Coreference (Span Model)

General Electric  Electric said the the Postal Service  Service contacted the the company
Mention score (sm) @ lil I'-] @ (Q: |
Span representation (g) (YY) \ ] (I Y) (XIXI] (XIX)

Span head ()

Bidirectional LSTM (z*) (D C) ©0 ©0O ©0 ©

General  Electric said the Postal Serv1ce contacted the company

e Build mention representation from word representation (all possible spans)

 Head extracted by self-attention.




End-to-End Neural Coreference

(Coreference Model)
Softmax (P(y, | D)) @/%0003

s(the company, c) = 0

s(the company,

$(the company, .
® the Postal Scrvice)

Coreference General Electric) ©
score (S)

Antecedent score (sy)

Mention score (sSm)

Span

representation (g) (L .) (IT) (11)

Gencral Electric the Postal Service the company

» Coreference model is similar to a mention ranking.
» Coreference score consist of multiple scores.

e Simple max-likelihood (not the cost sensitive method by Durrett, why?)




Quality of Mentions

100
I B Constituency precision
90 - 100 - mrp [l 0 Head word precision
90 |- 1 I B Frequency
80 - L -
80 [~ N 70 - I T —
R 60 [ .
70 - = 50 | .
40 - =
60 |- = Qur model (various ) 30 + -
e Our model (actual \) 20 + -
®m Raghunathan et al. (2010) 10 |- N
50 J ! I 1 1 1 1 1 1 1 1 T
0.1 0.2 0.3 0.4 0.5 1 92 3 4 5 6 7 R 9 10
Spans per word A Span width

* Build mention representation from word representation (all possible spans)

* Head extracted by selt-attention.

29



Ablations of modules

Ave. F1 A

Our model (ensemble) 69.0 +1.3
Our model (single) 67.7

- distance and width features 63.9 -3.8

- GloVe embeddings 65.3 -2.4

- speaker and genre metadata  66.3 -1.4
— head-finding attention 66.4 -1.3
— character CNN 66.8 -0.9
— Turian embeddings 66.9 -0.8

Table 2: Comparisons of our single model on the
development data. The 5-model ensemble pro-
vides a 1.3 F1 improvement. The head-finding at-
tention, features, and all word representations con-
tribute significantly to the full model.
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Error lype Revisiteo

5 D) DO

1. Alter Span l 2. Split

|

DR S0

3. Remove l

O

@08

4. Introduce l 5. Merge l

@

Divided} Missing

Metric F-Scores Span | Conflated Extra  Extra Missing

System Mention MUC B3 | Entities Mention Entity Entity § Mention { Entity
PUBLICLY AYAILABLE SYSTEMS ‘
BERKELEY 75.57 66.43 66.17 |} - M O = =
IMS 7296 64.71 64.73 |; o = O m -
STANFORD-T 7121 61.40 63.06 | - w0 w0 L
STANFORD 58.56 48.37 56.42 ! - O ) e A —
RECONCILE 46.45 49.40 54.90 | - - W W D
BART 56.61 46.00 52.56 | - e ) N -
UIUC 50.60 4521 52.88 - e =) W N =
CHERRYPICKER 41.10 40.71 51.39 - - ) W =
31
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COMPARISON

The projections are in the
neighborhood of 50 cents CIRCUMSTANCE
a share to 75 cents, /\
compared with a restated when profit was $107.8
$1.65 a share a year million on sales of $435.5
earlier, million.

Discourse Parsing



Document Problems:
Discourse Parsing

Title 2-9
1) .
A evidence Example RST structures from Marcu (2
— —
2-3 4-3
background elaboration-additicnal
-/F\-- e —
(2) (3) 4-5 6-9

With its Mars \
distanl orbil axperignces

<p= — 50 frigid weaather List Conlrast \

percant conditions. . .

farther from () (S) 6-7 8-9
the sun than Surface and can dip . _
Earth -- </p> temperalures to -123 purpose exp'anation-argumentalive

and slim typically average degrees C -— - e
atmaspheric about -60 near the (8) (7) (8) ()

blanket, degrees Celsius poles Only tha lo thaw ice but any liquic water because of

<p> (-76 degrees midday sunat  on occasion, formed in this way the low
Fahrenhait)</p> tropical latitudes would evaporate almosphernc
at the equator is warm enough almost instantly pressure.

000)

e Parse a piece of text into a relations between discourse units (EDUS).

e Researchers mainly used the Rhetorical Structure Theory (RST)
formalism, which forms a tree of relations.
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Recursive Deep Models for
Discourse Parsing

Li et.al (2014)
/f Binary Classification ) 4 [Output layer T softmax(U_ < §) \
( negative example) .
[I-Iidden layer z tanh(G_, x| MW . M]+b, )
e, W— /' \_ e. [ Input layer |€, €; Multi-class Relation
o S/ \_ Classification Y,
. . I
€, '/' [Outputlayer 0 sigmod(U, - x W "‘bm,,,)
e, [Hldden Iayer] z tanh(G, . <[ . W ]+b, )
tanh( wfc:':ﬂ x[. ’ 'l+ bt ) [ |nput |mr Je.‘ e } Binﬂl'y ClﬂSSiﬁl’ﬁﬁOll
¢, I e, \, (positive example)

B Leaf Node

B  Non - Leaf Node

e Recursive NN for discourse parsing (similar to Socher’s recursive parsing)

e First determine whether two spans should be merged (Binary)
* Then determine the relation type
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Discourse Parsing w/ Attention-
based Hierarchical Neural Networks

Li et.al (2016)

Output Layer Span Classificr  Nudcus Classificr Relation Classifier
i@ [QZ] [T eee 00 e
I\orr;al_l;a:::';ioma)ﬁm: \\ S;m //m
| N S Hierarchical bi-LSTM to learn
Loncatenztion I \i\ Shallew Featurcs: 5% ;
N~ composition scoring.
- E N Augmented with attention
ensor-based Transformation: -~ ~ - :
= gOTEQy i+ b | (=R Imﬂ 9(‘“’@@9 mechanism. (Span is long)
= U = 2 Bi-LSTMs: first used to
Concarenation //‘é,\\ ....... i capture the representation of a
EDU, then combine EDU
representation into larger
Attention .
representation
Span Level i
Span Lo CKY Parsing
EDU Level {o| %1

Bl-tstm  fel [ see




Discourse Structure can help

represent documents
Ji and Smith (2017)

C

// \\ tanh(ec + ZjE{A,D,E} ac’jWCJ'Vj)
Cox Exp. XP. W — W [ —
- C.D C.E
A D E  tanh(e, | aanWanvy, tarh(e) tanh(e,, | oWy pvy)
ELAB. CoONT. ‘W.a,a Wpz [
B F tanh(ep) tanh(er)
(a) dependency structure (b) recursive neural network structure

e [his work shows that the document representation can be built with discourse
structure.

e Similar to a representation of sentence using recursive NN on parse tree.
e They reported better sentiment analysis and document topic classification.
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Implicit Discourse Connection

Classification w/ Adversarial Objective
(Qin et al. 2017)

* |dea: implicit discourse relations are not explicitly
marked, but would like to detect them if they are

* Text with explicit discourse connectives should be
the same as text without!

X, Never mind.
X, You Know the answer. >l i-CNN 5
————————————— l . .. .
| +implicit connective  Because l Discriminator D Classifier C
l H
l A

X, Never mind.
X, Because You Know the answer.




Context Right Ending Wrong Ending
Karen was ass/gnec a roommate her “irs: year of colege. Her roommate asked har tc go to a nearby City for a concert. Karen Karen became gcod frends  Karen hatac her
agreed happ ly. Ihe show was abeolutaly exhilarating. w/ith her rcommrate. roommate.

Jim got his first credit card in co l2ge. He didr’t have a jo2 32 he bcught everything cn Fis card. After he graduated he amounted  Jim decided to device a dlan  Jim decided to oden

a $10,000 debt. Jim realized that he was foolish to spend S0 mucth money. for repayment. another credit card.
Gina misplaced her phone at her grardparents. 1@ wasn™ anywhere in the living roomn. She rezlized she was in the car bafore. She  She found har phore in the Sne didn™ want her
grabted her dad's keys and ran outside. Cer. phone anymore.
The Test Jenni‘er hae a big exam tomorrow. She got o stressed, sha pulled an all-nighter. She went into ¢ ass the nex: cay, weary ae can ba. Her teacher s:ated that tha test ie

The
Hurricane

Soagheti
Sauce

postocned ‘or rext wesk. Jennifer felt bittarswest about it.

Morgan and her family Ived in Florida. They heard a hurricene was coming. They cecided to evacuate to a relative's housa. They a-rived end leerned from the news that it was e
terrible storm. They felt lucky they had evacuated vhen they did.

Tira mede spacheti for har boyfriend. 11 took a ot of work, but she was very proud. Her boyfriend ate the whole plete ard zaic it was goad. Tina tried it hersalf, and ~ealized it
was disgusting. She was touched that ne oreterded it was gooc to spare her feelings.

iIscourse Prediction
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Document Problems:

Discourse Unit Prediction

()M decided to take a (bath)® vesterday aftemom\
after working out . Once (1) got back home , (1)'V Referent Prediction
walked to (1’11;«)“-‘ (bathroom)® and first quickly
scrubbed the (bathroom twh)® by turning on the
(water)® and rinsing (i)™ clean with a rag . Af-
ter () finished , ()Y plugged he.9.9,9.:9.

Corpus from (Modi et.al.
2017)

ROS Story corpus
(Mostafazade et.al.
2017)

T—

rPremise Document

Right Hypothesis

Wrong Hypothesis

=

Ron started his new job as a landscaper today.

q He loves the outdoors and has always enjoyed working in it.

His boss tells him to re-sod the front yard of the mayor’s home.
Ron is ecstatic, but does a thorough job and finishes super early.

His boss commends him
for a job well done.

Ron 1s immediately fired

for insubordination.

One day, my sister came over to the house to show us her puppy.
q She told us that she had just gotten the puppy across the street.
My sons begged me to get them one.

I told them that if they would care for it, they could have it.

My son said they would,
so we got a dog.

We then grabbed a small
kitten.

= —

=

Predicting the next entity/sentence given previous sentences
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Predicting Discourse Units are
similar to Language Modeling

Kevin is robbed by Robert s Z arrested X fopmsm

e Pichotta and Mooney, 2016 use RNN to predict the next event.

« Basically Sentence-Level Language Models (of events)

 Peng and Roth, 2016 introduced Semantic Language Model

o Kevin was robbed by Robert, but the police mistakenly arrested him.
 Frame sequence: [f1, dis1, 2, dis2, ...]

e Entity sequence: [e1, dis1, €2, dis2, ...]

* Applied to coreference resolution and shallow discourse parsing.
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Story Completion Task

. Incorrect Correct
Context Ending Ending
He didn’t know how the television worked. He tried | He decided that
to fix it, anyway. Ile climbed up on the roof and | was fun and to
fiddled with the antenna. His foot slipped on the | try  tumbling
wet shingles and he went tumbling down. again.

Pam thought her front vard looked boring. So she
decided to buy several plants. And she placed them
in her front yard. She was proud of her work.

Maria smelled the fresh Autumn air and decided
to celebrale. She wanted to make candy apples. | Maria’s ap- | She enjoyed

She picked up the ingredients at a local market and | ple pie was | the candy
headed home. She cooked the candy and prepared | delicious. apples.
the apples.

Pam was upset | Pam  was
at hersclf. satisfied.

e Snigdha et.al. (2017) use the Semantic LM learnt by Peng et.al. (2016) as a
feature to learn next sentence.

e Caiet.al (2017) use LSTM to encode words as sentences, then encode a
series of sentences, to predict next sentence.
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Why Discourse LM?

* A normal language model can help predict the next
word, very useful in speech recognition, translation,
etc.

* A discourse language model help predict the next
entity/event, potentially useful for:

e |nformation extraction.

* Entity Coreference (Hey, we just talked about it!
Let’s elaborate!).
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Solving Hard Coreference with LM
(The uphill battle!)

Peng et. al. (2015)

e [he older students were bullying the younger ones, so
we [rescued/punished] them.

e Robert was robbed by Kevin , and he is
larrested/rescued] by police.

The Winograd Schema Challenge

« Semantic LMs are useful for solving difficult coreference problems.

e They capture common senses that are not accessible in surface
features.

 Peng et. al. (2015, 2016) shows performance improvement of these cases.
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Questions?



