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What is Reasoning?

• Using evidence and logic to arrive at conclusions and 
make judgments 

• Can be 

• Formal: focusing on strict truth values 

• Informal: based on experience and intuition



Types of Reasoning 
(examples: Huang and Chang 2023)

Premise: All mammals have kidneys. 
Premise: All whales are mammals. 

Conclusion: All whales have kidneys.

Deductive: Use logic to go from premise to firm conclusion.

Inductive: From observation, predict a likely conclusion.
Observation: When we see a creature with wings, it is usually a bird. 

Observation: We see a creature with wings. 
Conclusion: The creature is likely to be a bird.

Abductive: From observation, predict the most likely explanation. 
Observation: The car cannot start and there is a puddle of liquid 

under the engine. 
Likely Explanation: The car has a leak in the radiator



Pre-LLM Reasoning 
Methods



Computational Semantics
• Reasoning is something that traditional semantic 

representations are really good at! (e.g. Prolog) 
 
 
 
 
 
 

• See "Representation and Inference for Natural 
Language" (Blackburn & Bos 1999) 

• Most neural networks are just a very rough approximation...



Memory Networks 
(Sukhbaatar et al. 2015)

• Use standard softmax attention, and multiple layers



Solving Word Problems w/ 
Symbolic Reasoning

• Idea: combine semantic parsing (with explicit 
functions) and machine reading 

• e.g. Gupta et al. (2020)



Chain of Thought and 
Variants



Review: Chain-of-thought 
Prompting (Wei et al. 2022)

• Get the model to explain its reasoning



Review: Zero-shot Chain of 
Thought (Kojima et al. 2022)

• Just prompt the model w/ “let’s think step-by-step”



Self Ask (Press et al. 2022)
• Identify when follow-up/clarification questions are necessary



Chain of Thought w/ 
Retrieval (He et al. 2023)

• Add relevant sentences during the CoT process

• Retrieval done w/ standard BM25 over Wikipedia



Multilingual Chain of Thought 
Reasoning (Shi et al. 2022)

• Do we reason in another language or English?



Complexity-based 
Prompting (Fu et al. 2022)

• Interestingly, for some tasks a larger number of 
reasoning steps is indicative of improved accuracy  

• This can be used to simply improve accuracy: 

• Sample multiple reasoning paths 

• Perform self-consistency over the longer reasoning paths



Systematic Studies of 
Reasoning in LLMs



Reasoning is an 
“Emergent” Ability 

(Wei et al. 2022)

• Emergent abilities — only 
appear when models are very 
large

• Note: emergent 
abilities are 
somewhat an 
artifact of how we 
measure accuracy 
(Schaeffer et al. 
2023)



Reliability of Explanations 
(Ye and Durrett 2022)

• Examine the relationship between 
• accuracy of the answer 
• factuality of the explanation 
• consistency of the answer+explanation

• E-P: explain then predict (CoT) 
• P-E: predict then explain



Training for Chain of 
Thought



ORCA: Training Small Models 
for Reasoning (Mukherjee et al. 2024)

• Generates a large and diverse chain-of-thought dataset 
from GPT-3.5 and GPT-4 

• 5M complex instructions + CoT explanations 
• Corresponding high accuracy compared to other datasets

• Replicated in OpenORCA dataset



Chain of Thought Reward Models 
(Lightman et al. 2023)

• Get human 
supervision 
on the steps

• Train 
reward 
model, give 
feedback 
on each 
sentence



Abductive Reasoning: 
Learning Patterns from Data



Inference to Explanations
• Can we find a rule that underlies a pattern in data?

• Similar to program induction



Rule Induction w/ LLMs
• Propose hypotheses, verify with symbolic verifier (Qiu et al. 2023)

• Use hypotheses in CoT, keep ones that result in correct answers 
(Zhu et al. 2023)



Learning Differences between 
Text Collections (Zhong et al. 2023)

• Answers the question “what are salient differences 
between text collections”?



Questions?


