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Important Things to Know
About lasks

 Task Objective - Why do we do it?
- Datasets - \What data can we use to train/test”

- Evaluation Metrics - How do we evaluate,
manually and automatically?

- Models and Methods - How do we solve the
problem?



Code Generation -
Overview and Objectives



Code Generation

e (3enerate executable code as an interface to a
program

 Why do it?
* Accelerates software engineering

 Enables models to access tools (more in a later
class)



Inputs and Outputs

@@ Natural language
QD
Code

(00 oeo]
Code context

Inputs and outputs

Screenshots




Example: Github Copilot

* A code completion engine within your IDE
(VSCode)

data = np.loadtxt('hello.csv', delimiter=',"', skiprows=1)

result = np.sum(np.sort(datal:, 0])[-2:1)

#.orint how
result =|

https://youtu.be/xe30l0rTeaQ



https://youtu.be/xe3oI0rTeaQ

Example: Claude 3

Good afternoon, Graham

- =D

# Clade

Lol eraned and sk sithi LS

P Crerbre e e & vemns am
"

o Create a React app that looks like this screenshot. Here's a simplified example of the ChatInterface component:
jsx [*] Copy code
To create a React app that looks similar to the screenshot, you can follc sort React from ‘react':
1. Set up a new React project using Create React App or your preferr: e from ‘styled-components®;
2. Create a component for the chat interface, such as ChatInterfac const ChatContainer = styled.div

2 Tneoidatha rhadsThatarfara nnmnnanant adAd a haadarv anth tha an

st Header led. header

st ChatSection styled.section

st CapabilityCard styled.div




Why do we do it”

* Making software is important!
» US software developers make $175B per year

e Code generation leads to large improvements in
oroductivity (Github 2023)

& 45 Used & 50 Did not use
GitHub Copilot GitHub Copilot

E 78% E 70%
finished finished

& 1 hour, 11 minutes & 2 hours, 41 minutes

average to complete the task average to complete the task

71 minutes | that's 55% less time!



Differences Between code
and Natural Language

* Code has strict grammar

e \WWe know the code semantic flow

e Code is executable

 Code is created more incrementally



Code Generation -
Subtasks and Datasets



Humantcval
(Chen et al. 2021)

 Examples of usage
of the Python
standard library

* 1064 test examples

* |ncludes docstring,
some example
inputs/outputs, and
tests

jef solution(lst):

return sum(lst[i) for i in range(@,len(lst)) if 1 ¥ 2 == 0 and 1st[i] % 2 == 1)

def encode_cyclic(s: ):
groups = [s[(3 * 1):min((3 = 1 + 2), (s))] for i in ((len(s) + 2) // 3)]
groups = [(group[1:] + group[0]) if (group) == 3 else group for group in groups]
return (groups)

def decode_cyclic(s: ):

groups = [S[(3 * i):min((3 = i + 3), len(s))] for i in range((len(s) + 2) // 3)]

groups = [(group[-1] + group[:-1]) if len(group) == 3 else group for group in groups]

return "".join(groups)



Metric: Pass@K

(Chen et al. 2021)

* Basic idea: “it we generate K examples, will at least
one of them pass unit tests”

* Generating only K will result in high variance, so we
generate N > K with C correct answers, and then
calculate expected value

pass@k := [ 1 ( ,,’g)
Problems I ( k) ]




Broader Domains:
CoNalLa/ODEX

(Yin et al. 2018, Wang et al. 2022)

CoNal.a: Broader data scraped
from StackOvertlow

ODEX: Adds execution-based
evaluation

 Wider variety of libraries

Removing duplicates in lists|-¢«—— Intent

A, Pretty much | need to write a program to check if a list has any duplicates and if it does it removes

them and returns a new list with the items that werent duplicated/removed. This is what | have but
406  to be honest | do not know what to do.
v def remove_duplicates():
t=['a', 'b', 'c', 'd']
=['a', 'c¢', 'd"]
for t in t2:
138 t.append(t.remove())
return t

uonsand

A, The common approach to get a unique collection of items is to use a set . Sets are unordered

collections of distinct objects. To create a set from any iterable, you can simply pass it to the built-in

780  set() function. If you later need a real list again, you can similarly pass the set to the 1ist()
function.

The following example should cover whatever you are trying to do:

pP>t=11, 2 3, 1, 2, 5, 6, 7, s]K_Context 1

2?27 LU

e 2 B Gl P T Gy T =
p>> 11st(set(t)) | Snippet 1
» » ’ N ’ 8

»> s =[1, 2, 3]
>>»> list(set(t) - set(s))
[81 5) 6) 7]

Q <

As you can see from the example result, the original order is not maintained. As mentioned above,
sets themselves are unordered collections, so the order is lost. When converting a set back to a
list, an arbitrary order is created.

A FWIW, the new (v2.7) Python way for removing duplicates from an iterable while keeping it in the
original order is:
222

I>>> from collections import OrderedDict Context 2
v R e L < Snippet 2

| REMFE MPEACAFRCAC A |

" L

B none [ pandas numpy [ re W os W collections M matplotlib
B datetime urllib W sys M random io json subprocess
requests bs4 itertools operator time math 60 more

Figure 3: ODEX library distribution.

B none
e ————————
M none itertools random W collections W heapqg W re math

—I

B none math M collections W hashlib W re

B none W skleam numpy @ matplotiib W pandas WM scipy 11 more
HElIi

# pandas numpy [ matplotlib WM sklearn W scipy W pytorch 1 more
B

B none WM skleam W pandas numpy M matplotlib M scipy 23 more
L

B none W re math W collections W heapg itertools 7 more

—4 a0

M none W pandas re M numpy W sklearn WM collections 3 more

DS-1000 DSP HumanEvad P3

MTPB  MBPP Exe-DS
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Metric: BLEU, CodeBLEU

e |ssues w/ execution-based evaluation:

* Requires that code be easily executable (requires unit tests and

nard in large libraries)

e |gnores stylistic considerations

« BLEU: consider text n-gram overlap with human code

« CodeBLEU: also considers syntax and semantic flow (Ren et al. 2020)

Machine translation:

Nt SI1qr
return |_n_t d==20 d
- ‘ . . .
10: 1¢ 07 0.5:

Refere&ce (haman) tra.nslatuon:

public Static sBort Sign (double d )
. ™ .

{

return ( SliQ_LLl ((d==0)7 0:{ i <0)?

-1:1);

Weighted N-Gram Match

|
-

Reference (human)short
translatipn: l

Syntactic AST Match

[(‘'d", 7. ‘'comesFrom’, [], []).
(‘'d’, 16, ‘comesFrom’, ['d], [7]),
('d’, 24, "comesFrom’, ['d’], [7] )]

Machine translation:

\

1qr 1018

R

d d

Reference (human) translati?‘:

public static short Sign ( double ¢ )

PN

return ( short ) ( (¢ 0?2 0:(c<0)?-
1:1);

Semantic Data-flow Match



Metric: CodeBERTScore

e |tis also possible to use embedding-based methods to compare code

e CodeBERTScore: BERTScore with CodeBERT trained on lots of code

(Zhou et al. 2023)

e Leads to better correlation w/ human judgement and execution

accuracy

Java C++ Python JavaScript
Metric T T T T T T T T
BLEU 481 361 .112 301 .393 .352 .248 .343
CodeBLEU 496 324 175 201 .366 .326 .261 .299
ROUGE-1 S16 0 318 262 260 .368 .334 279 .280
ROUGE-2 525 315 270 273 365 322 261 292
ROUGE-L S08 344 258 288 338 .350 271 .293
METEOR S58 383 301 321 418 402 .324 415
chrF 532 319 319 321 394 379 302 .374
Crystal BLEU 471 273 .046 .095 .391 .309 .118 .059
CodeBERTScore .553 .369 .327 .393 422 415 .319 .402

Table 1: Kendall-Tau (7) and Spearman (r) correlations of each metric with the functional correctness on Hu-
manEval in multiple languages. The correlation coefficients are reported as the average across three runs. Standard

deviation is provided in Table 3.

Metric T Tp Ts

BLEU 374 .604 .543
CodeBLEU 350 .539 495
ROUGE-1 397 .604 .570
ROUGE-2 429 .629 .588
ROUGE-L 420 .619 .574
METEOR 366 581 .540
chrF 470 .635 .623

CrystalBLEU 411 598 .576
CodeBertScore .517 .674 .662

Table 2: The Kendall-Tau (7), Pearson (r,) and Spear-
man () correlation with human preference. The best
performance is bold. The correlation coefficients are
reported as the average across three runs. Standard de-
viations are provided in Table 4.



Data Science
Notebooks: ARCADE

(Yin et al. 2022)

 Data science notebooks
(e.qg. Jupyter) allow for
Incremental
implementation

 Allows evaluation of code
IN context

1) { L pandas as pd

cl df pd.read_csy| ‘dataset/Gamepass_Games_v
[2] W) Extract min and max hours as two columns o2
el get_avg x
Lt float(x @ floatix 1
df in df | ‘max zip( *df| ' TIME str.replace
s hours str.split "- applyiget_avg
[3) df| ' ADDED pd to_datetime
Ca df | ' ADDED format="% %b %y" errors-'coerce

/
[4] W2 In which year was the most played game added? M§
df | 'GAMERS df 'GAMERS' | str.replace

astype int
C4 added_year-df df 'GAMERS' | idxmax ADDEL year

[5) Uy For each ?onth in that year, how many games that AQ{
has a rating of more than four?

df | df | ADDEC dt year- - added_date year
df [ ‘RATING 1 .groupby

df | “ADDED dt month GAME count
Cs

[8) w,y What is the average maximum completion time for /Q{
all fallout games added in 20217

fallout-df df | 'GAME str.contains 'Fallout

fallout groupby fallout 'ADDEI dt year get_group
Cg 2821 nax' | mean
[7] ws What is the amount of games added in each year /\’Q/

for each month? (show a table with index as years,
] : | £ill 1 ] ith @)
pd pivot_table df index-df ' ADDEL dt year, ...,
aggfunc np . count_nonzero
fill value- '8 rename_axis

index- Year columns- Mont
Cy

Figure 1: An example of a computational notebook adapted
from our dataset, with examples of reading and preprocessing
data (cell ¢ ), data wrangling (cell ¢z, ¢a), and data analysis
(cells ¢z — ¢7). Annotated NL intents are shown in green.



An Aside: Dataset Leakage

Existing New
pass@k s 5
o
Leakage of datasets — — =
I " INCODER 6B 41.3 7.0
IS a blg prOblem CODEGENmuiti 350M 13.3 1.0
CODEGEN,,11; 2B 25.0 2.7
CODEGENmuiti 6B 28.0 3.0
CODEGENmuiti 16B 31.2 4.6
° AR CA D E S h OWS th at CODEGENmo:O 350M 18.9 1.9
| t b k CODEGENmono 2B 35.8 6.5
CODEGENmono 6B 42.1 8.9
novel notebooks are el A -
" PALM 62B (1.3T Tokens) 49.7 12.5
narder than online ey Coe 588 00 214 ko
+ Notebooks (PACHINCO) 64.6 +7.5 30.6 +9.2
N Ote bOO kS — Schema Description 60.5 4.1 22.7 —7.9

° LiVeCOdeBenCh LCB-Easy vs HUMANEVAL+

(J ain et al. 2023) %8@- > (ﬁ?‘)‘”“’“
shows that some | S
code LMs f e *
outperform on &

H uman Eval 20 40 60 80

PAss@1 on LCB-Easy

* GPT-4-Turbo Y Claude-3-0 Y Mistral-L DS-Base-33B DS-Ins-33b

%  GPT-3.5-Turbo Y Claude-3-S Phind-34B O DS-Base-6.7B B DS-Ins-6.7b
GPT-4 * Claude-2 ¢ MC6.7B o DS-Base-1.3B o DS-Ins-1.3b

Y Gemini-Pro Y Claude-Ins-1 WC-34B [J SC2-Base-15B WC-33B



Dataset: SWEBench

(Jiminez et al. 2023)

* |ssues from GitHub + codebases -> pull request

data leak in GBDT due to warm J
start (This is about the non- Pre PR PostPR Tests

histogram-based version of... 19 Generated PR

join_struct_col

+20-12 HHEN
vstack_struct_col

() Codebase B8 sklearn
BB sklearn/ D regs.txt [Y gradient_boosting.py
BB examples/ [) setup.cfg D helper.py

[D README.rst [ setup.py B utils =

9

dstack_struct_col

matrix_transform

A YA NA A SR N

euclidean_diff

* Requires long-context understanding, precise
implementation



Dataset: Design2Code

Si et al. 2024

* Code generation from web sites

. = Module Ot_drawer

Gabe Charbonneau
Physcun enreprensur deeuptig 9 hesktheae saos oo

FirstFishOnline

COMING SOON

Join Modicine Formard: =

Burnout Warriors

Chack burmeut risk (2-min)

[ worre e |
i everyone
Design2Code (Ours) Design2Code (Ours) Design2Code (Ours) Design2Code (Ours)
[ " ,l Sebastien Wains posts search subscribe contact
W ‘ 7% \.’i" A Always (Amon Tobin) OpenLDAP, Evolution and Microsoft Outlook HOWTO

Window Blinds Wakefield

=
Always

g Information

Thanks for reading this post!

0 rticio?

Song Connections / Remixes

- - - - Trivia

Song Production Information

Difficulty & Not

Design2Code (Ours) Design2Code (Ours) Design2Code (Ours) Design2Code (Ours)

Also proposed Design2Code model



Metric: Visual Similarity of
Web Site

e Design2Code evaluates by two metrics

* High-level visual similarity: Similarity between
visual embeddings of the generated sites

- Low-level element similarity: Recall of each
individual element



Code Generation -
Methods



Basic Method: Code-
generating LM

Feed the previous code to an LM

Virtually all serious LMs are trained on code
nowadays, and have the ability to complete queries

More on specific LMs later!

Note: temperature settings are important, set to
lower values



Code Infilling

Fried et al. 2022

* In code generation, we often want to fill in code

e Solution: train for infilling

Training

Original Document

Masked Document

int]:
"Count the number of occurrences of each word in the file,"""

def count_words(filename: str) -> Dict[str,
with open(filename, 'r') as f:
word_counts = {}
for line in f:
for word in line.split():
if word in word_counts:
word _counts[word] += 1
else:
word_counts([word] = 1
return word_counts

de

f count_words(filename: str) -> Dict[str, int]:
"""Count the number of occurrences of each word in the file."""
with open(filename, 'r') as f:
in word_counts:
word_counts[word] += 1
else:
word_counts[word] = 1
return word_counts
word_counts = {}
for line in f:
for word in line.split():
if word <EOM>




| ots of Avallable Information
for Coding!

e Current code context
e Description of issue to fix
 Repo context

 Open tabs



Example: Copilot Prompting
Strateqy (thakkar 2023)

« Extract prompt given current doc and cursor position

- |dentify relative path and language

- Find most recently accessed 20 files of the same
language

- Include: text before, text after, similar files, imported
files, metadata about language and path

- TL;DR: lots of prompt engineering to get most useful
context tin the prompt



Retrieval-based Code
Generation

e Retrieve similar code from online, and fill it in with a
retrieval-augmented LM (Hayati et al. 2018)

e Particularly, in code there is also documentation,
which can be retrieved (Zhou et al. 2022)

, from ents import * @
Generate HTML with pythm@ code zy?mrint "rzadin docs”) '’
syntax highlighting for ‘Retri 1 : v )
f}'”“-r nghlighting ever generat‘m’ s = highlight(code, PythonLexer(),

‘print(‘reading docs’)” HtmlFormatter())

Pygment is a generic syntax highlighter A formatter takes the token stream and writes it @
@ to an output file ...
A lexer splits the source into tokens, fragments ... class HitmiFormatter

Format tokens as /7ML 4 <span> tags with ...
class PythonLexer

For Python source code @)



Execution Feedback
(Shi et al. 2022)

<info> assert (1, 2) == </info>
<text> Add two integers </text> Few-shot
<code> def ld(a, b): return a + b </code> Prompt
<info> assert ("abcl") == 3 </info> Test
<text> Count lowercase letters </text>

Example
<code>

1 def c (s): Code #3
COdex - return ([c for ¢ in s if c. W ()1)

e Code can be executed,
</code>

SO we can use this to I
def c (s): Code #2

check results! Gef count (string): Codefl)| . return Lomis)

cnt = 0 </code>
for ch in string: [ :
f ch. v e : |
i s () Execute { H
return cnt </code> - | ( l»ﬂ-"‘—‘ 17)=

.........................
......................
...........

Execution Result Matching

Bayes Risk 1 2 1



FIXINg Based on Error

Messages
* e.9. InterCode (Yang et al. 2023)

Single Turn «  Plan & Solve

r— Initial Msg. = Question =y Actlon Evaluate N Initial Msg.
@ You are helping a user who is . What is the d e h [<act1on> s @ [

L]et's understand the problem and devise

. ‘
n 1
. '
. 1
. '
[ - |

’ trying to do something ina country after ﬁrst ' plan... Then, let’s carry out the plan... :
» MySQL DB. Respond with the code and . ., .
: correct SQL command... first name... action :. Question '
T T L I L e :: j) | Whatis the country code and first name... :
. u Ly [ " Ll '
- Try Again " ReAct T R PN
" n n <plan> °*p
. == [nitial Msg. " Initial Msg. h : ' '
: @ You are a SQL code generator helping... :: @ Interact with a MySQL DB using SQL to... :: Execute Msg :
2 Your task is to interact with a MySQLDB... |, Use interleaving Thought, Action, Obs... n You will now execute your own plan. .
' n " Interact with a MySQL DB ueing SQL... "
X r— Question n Question n [
' . What is the country code and first name... | n . What is the country code and first name.. | n Agent 1
’ | 1 ! n <action> oo Upto 1
| ]} L ] 1

— Agent Agent = lan

- : ("]’. . = : ﬁ. . i Observation L7 P '
: <act1on>—| Up ton :: <thought> » <action> Up ton :: . cotd. Sutput>, <STeR> Iength :
. I— Observatlon times r Observation —l times g '
| [ | n 1
» h ‘ td. output, reuard) " h ‘ td. output> " . \]/ . :
- N2 . NJ @ Terminate whenplanis !
+ Terminate whenreward =1 !'Terminate when thought chain}! completed or :
: or exceeds n turns n finishes or exceeds n turns | n turns exceeded !



Code Synthesis from [nput/
Output Examples

't Is also possible to “guess” programs from input-
output examples

FlashFill induces programs to fill in Excel sheets
(Gulwani 2011)

Terpret compares many different methods for
synthesis (Gaunt et al. 2016)

Generally work with domain-specific languages
(DSLs) due to problem difficulty



Code Generation -
Representative Code LMs



Codex

(Chen et al. 2022)

* Creator: OpenAl

- Model: Originally continued training from GPT-3
* Data: lots of data from GitHub
* Powers (powered?) GitHub Copilot



StarCoder 2 (Lozhkov et al. 2024)

- Creator: Big Science (Hugging Face + Service Now)

- Architecture: Mostly LLaMa-style, w/ 3B, 7B, 15B variants,
reconfigure RoPE for longer context

* Data: Trained on code (the stack), GitHub issues, pull
requests, jupyter notebooks, Kaggle notebooks,
documentation, intermediate representations like LLVM, NL
datasets

 Preproc: Add metadata tags (e.g. repo name and file name)
50% of the time (to allow it to be used at test). Allow for infilling

- Training: Train for 4-5 epochs, 3T+ tokens total



* Code pre-training dataset w/ license considerations

[ no license ]

Did ScanCode
detect licenses?

Is the GitHub
license empty?

The Stack 2

Is the GitHub li-

cense permissive?

[ non-permissive }

[ permissive ]

no

[ non-permissive }

Are all detected li-
censes permissive?

[ permissive ]

The-stack-vl-dedup The-stack-v2-dedup The-stack-v2-swh-full
Language Size (GB) Files (M) Size (GB) Files (M) Size (GB) Files (M)
Assembly 1.58 0.25 13.02 0.77 7.74 0.70
Batchfile 0.29 0.25 2.11 1.13 1.02 0.99
C 57.43 8.53 202.05 20.78 114.92 19.18
C# 46.29 10.84 239.89 51.23 169.75 48.49
C++ 50.89 6.37 353.89 43.18 211.33 42.23
CMake 0.45 0.19 2.58 1.74 2.27 1.70
CSS 22.61 2.99 161.68 23.87 8.00 1.88
Dockerfile 0.572 0.42 1.27 1.90 1.21 1.88
Fortran 0.17 1.84 4.66 0.27 3.61 0.26
Go 25.74 4.73 54.60 9.30 25.83 8.62
Haskell 2.36 0.54 5.11 1.25 4.17 1.23
HTML 146.76 9.53 2,419.87 90.23 99.09 5.23
Java 89.30 20.15 548.00 154.28 199.68 62.27
JavaScript 141.65 21.11 1,115.42 108.87 199.99 66.91
Julia 1.54 0.30 6.12 0.45 1.83 0.43
Lua 3.28 0.56 33.91 2.35 15.22 2.24
Makefile 1.49 0.66 21.30 4.22 5.19 2.78
Markdown 75.25 21.0 281.04 82.78 244.17 81.42
Perl 2.63 0.39 7.82 1.15 5.66 1.06
PHP 66.84 15.90 224.59 46.03 183.70 45.14
PowerShell 1.25 0.27 3.97 0.68 2.46 0.66
Python 64.30 12.96 233.29 56.93 191.61 56.19
R 0.30 0.04 22.39 5.15 19.05 4.29
Ruby 7.14 3.41 31.70 17.79 23.38 17.51
Rust 9.53 1.38 15.60 2.22 12.43 2.19
Scala 4.86 1.36 12.73 4.45 11.30 4.32
Shell 3.38 22.69 19.82 10.68 13.51 10.01
SQL 12.22 0.99 281.45 5.29 35.75 4.52
Swift 0 0 23.76 7.23 22.32 7.16
TeX 5.44 0.55 35.86 3.19 30.01 2.86
TypeScript 28.82 10.64 61.01 23.85 49.14 23.28
Visual Basic 1.49 0.16 16.63 1.06 7.48 0.81
Total | 875.85 181.00 | 6,457.14 784.30 | 1,922.82 528.44




CodelLaMA (Roziere et al. 2023)

 Creator: Meta

* Architecture: Same as LLaMa 2 (7B, 13B, 34B and 70B),
but trained on longer input contexts (100k) with longer RoPE

Data: Trained on deduped code + synthetically created

iINstruction data

Instruction data created by prompting LLaMa2 for coding

problems

Training: Incremental w/ various datasets

Long context
» fine-tuning —

Y

LLAMA 2 Code training 208

Foundation models —* Infilling code training = —

34B)
(7B, 13B, 34B) 5008 Python code Long context

- training —  Fine-tuning

Instruction
—s»  Fme-tuning —»

5B

1008 208

Y

CopE LLAMA
(7B #2, 13B 2, 34B)

CopE LLAMA - INSTRUCT
(7B =, 13B 2, 34B)

CopE LLAMA - PYTHON
(7B, 138, 34B)



Deepseek Coder

(Guo et al. 2024)

 Data: 8/% source, 10% English from Markdown
and StackExchange, 3% Chinese

-+ Preproc: Standard preproc, but also include library
dependencies

- Architecture: LLaMa-like, 1.3B, 6.7B, and 33B,
including reconfigured RoPE

- Training: Overall 2T tokens



Which to Use”

* All have somewhat similar performance, and are
compared in StarCoder paper

 DeepSeekCoder seems to be strong on standard
programming tasks

e StarCoder seems to be strong on data science
notebooks



Questions?



