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Standard Prompting

 Combine a prompt template together with an input

Please answer this guestion:

| think Vin Diesel has been a voice actor for several
characters in TV series, do you know what their names are?



Problems

e Accuracy ISSUes:

- Knowledge cutoffs: parameters are usually only
updated to a particular time

- Private data: data stored in private text or data
repositories not suitable for training

- Learning failures: even for data that the model was
trained on, it might not be sufficient to get the right
answer

Verifiability issues: It is hard to tell it the answer is
correct



Retrieval-augmented Generation
(Chen et al. 2017)

- Retrieve relevant passages efticiently

- Read the passages to answer the query
query
A4&199 passage ph‘
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passage passage passage
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Example

| think Vin Diesel has been a voice actor for several characters in TV series, do you
know what their names are? Please list all of them.

ChatGPT

Vin Diesel has lent his voice to several characters across various TV series and shows.
Here's a list of the characters he's voiced:

1. Groot in "Guardians of the Galaxy Vol. 3" (2023 Movie), "The Guardians of the Galaxy
Holiday Special" (2022 TV Show), "l Am Groot" (2022 Short), "Thor: Love and Thunder"
(2022 Movie), "Avengers: Endgame” (2019 Movie), "Ralph Breaks the Internet: Wreck-It
Ralph 2" (2018 Movie), "Avengers: Infinity War" (2018 Movie), "Guardians of the Galaxy
Vol. 2" (2017 Movie), and "Guardians of the Galaxy" (2014 Movie) [*7).

2. Santiago in "ARK: The Animated Series" (2023 TV Show) [*7].

2. Dominic Toretto in "Fast & Furious: Spy Racers" (2019 TV Show) [*7].

https://www.behindthevoiceactors.com/Vin-Diesel/

Additionally, though the website for "Big Mouth" lists Vin Diesel, it appears to be a

misunderstanding or an error, as Nick Kroll is credited as the voice of Vin Diesel in that
show (7).

https://www.behindthevoiceactors.com/tv-shows/Big-Mouth/Vin-Diesel/

These roles showcase Diesel's versatility and contribution to voice acting, particularly
in animated series and specials, where he brings iconic characters to life with his
distinctive voice.
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Retrieval Methods



Retrieval Methods

-+ Sparse retrieval

- Document-level dense retrieval

- Token-level dense retrieval

- Cross-encoder reranking

- Black-box retrieval (just ask Google/Bing)



Sparse Retrieval

 EXpress the query and document as a sparse word
frequency vector (usually normalized by length)

g=whatisnlp 017 eistie? 02 = nipsenaconmior A3 = i1ke 0o
what 0.33 0.25 O 0
candy 0 0.125 0 0

nip 0.33 0 0.125 0.125

e 5 \5) U5 S

q*di = 0.165 q*d> = 0.0825 g*ds = 0.0413

 Find the document with the highest inner-product or
cosine similarity in the document collection




lerm Weignting

(See Manning et al. 2009)

* SOome terms are more important than others; low-
frequency words are often more important

e Term frequency - in-document frequency (TF-IDF)

freq(t, d)

B 1 D
TF(t,d) = S feq(t,d) T (zd@ 5(freq(t, d') > 0)>

TF-IDF(t,d) = TF(t,d) x IDF(¢)

e BM25: TF term similar to smoothed count-based LMS

freq(t, d) - (k1 + 1)
freq(t, d) + k1 - (1 —b+0b- ﬂ)

avgdl

BM-25(¢, d) = IDF(¢) -




INnverted Index

e A data structure that allows for efticient sparse lookup of vectors

Sparse Vectors Index
d- do ds {
“‘what”: [1],
N 2 0 0 “W )
oy [\ [0\ [o\ || roanar i
D 0 ~ 1 — “jlp”: [2,3],
o 5 ~ 0 “Is”: [1,2],
Ianguage\ 0 / \ - / \ 0 / ‘language”: [2],

. o . e . s } T

 Example software: Apache Lucene




Dense Retrieval

Encode document/query
and find nearest neighbor

Can use:

query — oeee <«—»

e Qut-of-the-box
embeddings

 |Learned embeddings

59985
89985
2998 +— 3
BB — T
BHOD—
8900 — 5
BB — 5
29898 +— 5
B89 +— 3
2999 +—
BHOD—
8988 —5
BB —5
BB — T
29898 +— 3
2999 +— 5




| earning Retrieval-oriented
Embeaddings

* Select positive and negative documents, train
using a contrastive loss (e.g. hinge loss)

LO.q)= > >  max(0,5(q, dneg; 0) — 5(q, dpos; )

dpos EDpos dneg EDneg

 DPR (Karpukhin et al. 2020): learn encoders based
on a BM25 hard negatives and in-batch negatives.

 Contriever (lzacard et al. 2022): contrastive
learning using two random spans as positive pairs



Approximate Nearest
Neighbor Search

* Methods to retrieve embeddings in sub-linear time

Locality sensitive hashing:
make partitions in continuous
space, use like inverted index

100
o 101
110 @ T o ®

o Software: FAISS, ChromaDB

Graph-based search: create
*hubs” and search from there




Cross-encoder Reranking

e Jointly encode both queries and documents using
neural model (Nogueira et al. 2019)

Bi-encoder Cross-encoder
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* Precludes approximate nearest neighbor lookup, so

can only be used on small number of candidates
Figure from Khattab et al. (2020)



loken-level Dense Retrieval

 ColBERT (Khattab et al. 2020) use contextual
representations of all query and document tokens
to compute retrieval score.

Query Encoder, f,, Document Encoder, f),

Offline Indexing

Query Document

e Significantly more effective (but more costly) than
single-vector retrieval



Hypothetical Document Embeddings

(Gao et al. 2022)

 (Generate a “hypothetical document” for the query using
an LLM, and try to look it up

e Can be easier than trying to match under-specitied query

write a passage to answer the question :
How wisdom teeth are removed...

how long does it take to remove ; H D E } Some ... a few minutes, whereas
wisdom tooth 1 y It usually takes between 30 ! ‘ others can take 20 minutes or
minutes and two hours to longer....

remove a wisdom tooth...

write a scientific paper passage to answer
the question
How has the COVID-19 pandemic impacted
mental health?

...depression and anxiety had

increased by 20% since the Contriever
start of the pandemic... AN

‘ ... two studies investigating
COVID-19 patients ... significantly
‘ higher level of depressive ...

write a passage in Korean to answer the
question in detail : : ‘
QT2 AR ES ABHETI? ———— 2 Hzajzi

instruction query generated document real document



Retriever-Reader Moadels



Simple: Just Chain
Retrieval+Reading

e Use an out-of-the-box retriever and out-of-the-box reader
query

E 4{3% passage p}‘
passage passage passage
Goog le GPT
passage passage passage
passage passage passage —  JNSWET
passage passage passage
E E passage passage passage

e Passages are concatenated to the context




Retriever + Generator End-to-end Training (“RAG”)
(Lewis et al. 2020)

* [rain the retriever and reader to improve accuracy

- Reader: Maximize generation likelihood given
single retrieved document

- Retriever: Maximize overall likelihood by
optimizing mixture weights over documents

Define "middle ear" (x) * ----------------------------- The middle ear includes
End-to-End Backprop through q and pe i Rt s
Question Answering: -, Che three ossicles. (y)
Question Que . YA O f M cimvmtme o~ : -
ry Retriever pﬂ Document \ aenerator pg ) (Zuestloné\nsweryng.
o Bt Index nswer Generation
B k Ob ‘ S
bziicin .ﬁ:iiﬁx) d(z) _—Z supports (y)
Fact Verification: Fact Que _-Y I3 Margin- Fact Verification:
v . f_ S - ™ I'g Label Generation
The Divine "?-;' — ) alize
M|PS¢: - : \_/-41 - po —3 This 14th century work
S A p— ~ is divided into 3
Jeopardy Question ~ y Y sections: "Inferno",
Generation: > "Purgatorio” &
Answer Query ~ "Paradiso" (y)

+ / Question Generation




End-to-end Training Equations

(Lewis et al. 2020)

* (Generation is a mixture model: pick a document,

generate from the document

PRAG y‘x H Z pn(z‘x)pe(yi‘xazayl:i—l)

i zetop-k(p(-[z))

Retriever Generator

* Probability of the retriever is based on embeddings

Pn(z|z) X exp(d(2) ' q(z)) d(2) =encq(z), qz)= enc,(z)

* Adjusts retriever to give higher similarities hel

e |ssue: search index becomes stale = can on

oful docs

y train g(x)



When do we Retrieve?

- Once, at the beginning of generation

* Default method used by most systems (Lewis et al.
2020)

- Several times during generation, as necessary

- (Generate a search token (Schick et al. 2023)

-+ Search when the model is uncertain (Jiang et al. 2023)
- Every token

- Find similar final embeddings (Khandelwal et al. 2019)

- Approximate attention with nearest neighbors (Bertsch
et al. 2023)



Triggering Retrieval w/ Tokens

Tooltormer
(Schick et al.
2023) generates
tokens that
trigger retrieval
(or other tools)

Training is done
N an iterative
manner -
generate and
identity
successftul
retrievals

The New England Journal of Medicine is a registered
trademark of [QA(“Who is the publisher of The New
England Journal of Medicine?”) — Massachusetts
Medical Society] the MMS.

Out of 1400 participants, 400 (or [Calculator(400 / 1400)
— 0.29] 29%) passed the test.

The name derives from “la tortuga’, the Spanish word for
[MT(“tortuga”) — turtle] turtle.

The Brown Act is California’s law

that requires legislative bodies, like
city councils, to hold their meetings open to the public.



Triggering Retrieval w/ Uncertainty

* FLAR
conte

Retrieved
documents

Step 2

Step 3

=4

lang et al. 2023) tries to generate

T,

ISearch
1[1]: ..

Joe Biden (born November 20, 1942) is the 46th president of the United States.
Joe Biden (born November 20, 1942) is the 46th president of the United States.

Joe Biden attended the University of Pennsylvania, where he earned a law
degree.

in history and political science.

Joe Biden announced his candidacy for the 2020 presidential election on August
18, 20189.

Joe Bi

25, 2019.

Em . S B S S B S BN S B S BN S B BN BN BN SN BN S B S B S B S BN BN SN S G B S e e .

Generate a summary about Joe Biden.

|
|
|
|
|
|
|
|
|
|
I He graduated from the University of Delaware in 1965 with a Bachelor of Arts
|
|
|
|
[
|
|
|
|
|

then does retrieval it LM certainty is low

( .
results: D, LM m : Retriever
" Search results: D, — :
I[2]: .. earch results a2 ;
|

[1]: - search results: Dy, 1
21 g - |
[2]: ... :
T

den announced his candidacy for the 2020 presidential election on April




Token-level Softmax Modification

 KNN-LM (Khandelwal et al. 2019) retrieves similar
examples, and uses the following token from them

Nearest k Normalization
p(ki) o exp(—d;)

Hawaii |3 | Hawaii|0.7
lllinois |4 [ lllinois 0.2
Hawaii |5 | Hawaii|0.1

Aggregation
PNN(Y) = Z ly=v;p(k;)

Hawaii
lllinois

0.8
0.2

4

Classification

LM ()

|

Training Contexts Targets || Representations Distances
C; V; ki = f(ci) d; = d(q,k;)
Obama was senator for | lllinois 4
Barack is married to | Michelle 100
Obama was born in | Hawaii 5
Obama is a native of | Hawaii 3
Test Context Target Representation
X q = f(z)
Obama’s birthplace is ?

Hawaii
Illlinois

0.2
0.2

Interpolation
p(y)=Apinn(y)+ (1= A)prm(y)

Hawaii
lllinois

0.6
0.2




Token-level Approximate Attention

o Unlimiformer (Bertsch et al. 2023) notes that attention is
an inner-product and does top-k attention

e First, process input with a sliding window

e Then perform attention using a vector index

Index of one long input
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Encoder kNN Search
Encode chunksj T k query
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.......... | 8 L
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| ong-context Transformers

20



Training Transformers Over
L onger Sequences

Simply attend to all previous words in the document (e.g.
Voita et al. 2018)

+ Can relatively simply use document-level context

+ Can learn interesting phenomena (e.g. co-reference)

0.28

| TS —

and "B
you 0.24

b4

’ N -

no 0.20 @

doubt g
’ 10.16

would 5

have o

broken 0.12 S

it O 0.08 %

<eos>

cowQw - 10.04

you
<eos>

- Computation Iis quadratic in sequence length!
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In RNNs: Pass State + Truncated Backprop

love thls mowe
) '1111 '1111 '1111
il
l ><

e L " No

Backprop
QOO 'XIX] 'XIX]
il il
l >< ><

Cpredlct] Cpredlct] Cpredlct] Cpredlct] Cpredlct]

best </s>

Recurrence is slow, improved by Mamba/RWKYV (future class)



Truncated BPT T+ Transformer

e Transformer-XL (Dai et al. 2019) attends to fixed
vectors from the previous sentence

Standard Transformer Transformer-X

= ~
4 \

© 0 0 0|0 0 0 @ © © 0 0i0 O O O
oooooo/o © 0 0 0.0 o

ooooc/oo © O 0 0 !0 ‘.
* e g e i &

J
Y b Y

[ N ——————————

Segment 2 Limited Context

e Like truncated backprop through time for RNNs; can use
previous states, but not backprop into them

* See also Mistral’s (Jiang et al. 2023) sliding window attention
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Sparse Transtormers
(Child et al. 2019)

 Add "stride’, only atte

nding to eve

FF —

(a) Transformer (b) Sparse Transformer (strided)

30

'y N previous states

(c) Sparse Transformer (fixed)




Compressing Previous
States

 Add a "strided" compression step over previous
states (Rae et al. 2019)

Compressed Memory \{\ £ Memory Sequence

HHHHHHHHHHHH HH—————————+——+—>t
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| ow-rank Approximation

* Calculating the attention matrix is expensive, can it be
oredicted with a low-rank matrix”?

- Linformer: Add low-rank linear projections into model
(Wang et al. 2020)

- Nystromformer: Approximate using the Nystrom
method, sampling "landmark” points (Xiong et al. 2021)

softmax Nystrom approximation

N
Voo 1o
0.1 @ 0.1 @ @ @
0.0 0.0 |
o1

Loa




Benchmarks for Long-
context Models

 Long Range Arena:
Popular Datasets B SCROLLS

Composite R
benchmark NarrativeQA E E+ '
containing mostly QMSum . -
non-NLP tasks (Tay et~ GovRepor N =

al. 2020) SummScreen | :.

. SCROLLS: QUALITY .~
Benchmark (Qasper N o
containing long- ContractNL S
context CNN/DM o
summarization, QA, SQUAD = o
etc. (Shaham et al. MultiNL I
2022) 10" 10> 100 10t 10°

Words per Input (Log Scale)



Effectively Using Long
Contexts



As Context Increases,
Models Miss Relevant Info

20 Total Retrieved Documents (~4K tokens)

75
* e.g. lost-in-the- I

middle” (Liu et al. >
2023) demonstrates Sg5 9
that models pay S 4
less attention to 60 \ /
things in the middle I S  __.
of context windows > Tl e et

1st 5th 10th 15th 20th

Position of Document with the Answer

®— gpt-3.5-turbo-0613
= = gpt-3.5-turbo-0613 (closed-book)



Ensuring Use of Relevant Context

e Better retrievers make more relevant context
* Decide whether to include passages (Asai et al. 2021)

* Filter down to parts of retrieved passages (Wang et al. 2023)

infrastructure necessary for rapid industrial growth was Quest ion @
. put in place. The first railway in Belgium, running from
northern Brussels to Mechelen, was completed in May When did the
- 1835. The earliest railway in Britain was a wagonway :
. system, a horse drawn wooden rail system, used by :
'~ German miners at Caldbeck, Cumbria, England, perhaps :
. from the 1560s. A wagonway was built at Prescot, near :
. Liverpool, sometime around 1600, possibly as early as
: 1594. Owned by Philip Layton, the line carried coal from : Generator

- a pit near Prescot Hall to a terminus about half a mile @

away. On 26 July 1803, Jessop .op'egegi the Surrey Iron

first train run
in England?

éThe earliest railway in Britain was a wagonway system,
-horse drawn wooden rail system, used by German miners:
-at Caldbeck, Cumbria, England, perhaps from the 1560s.

------------------------------------------------------------



Questions?



