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What will cover in this class

We merge two classes:

- Evaluation of NLP tasks and LMs

- Multimodal 



Why we need evals?

• Performance Measurement: They offer key metrics to 
assess how well models perform on specific tasks, 
helping to gauge their effectiveness.

• Standardized Comparison: Benchmarks provide a 
consistent basis for comparing different models, 
enabling fair evaluations across the field.

• Guiding Model Development: Enables researchers 
and model developers to identify specific areas where 
models may need improvement, focusing 
development effort.



Development of AI Evaluations

1. Classical Era (1990s - 2000s): Small-scale Task-specific Benchmarks

•MNIST (1998): Handwritten digit recognition for image classification.

•Penn Treebank (1993): Early benchmark for syntactic parsing in NLP.

•Switchboard (1992): Speech recognition evaluation dataset.

2. Deep Learning Era (2010s): Large-scale Task-specific Benchmarks

•ImageNet (2010): Revolutionized image recognition with deep CNNs.

•COCO (2014): Complex object detection, segmentation, and captioning.

•SQuAD (2016) and SQuAD 2.0 (2018): Machine reading comprehension and QA

•GLUE (2018) and SuperGLUE (2019): Testing models across multiple NLP tasks.

3. Foundation Model Era (2020s): Large-scale, General, Holistic, and 

Multimodal Benchmarks

•MMLU (2020): Testing reasoning and factual knowledge across diverse fields.

•Big-bench (2021): Broad benchmark for reasoning, world knowledge, and creativity.

•MMMU (2023): Complex reasoning multimodal questions in multiple subjects



Question Answering: SQuAD

https://rajpurkar.github.io/SQuAD-explorer/

https://rajpurkar.github.io/SQuAD-explorer/


Question Answering: TriviaQA

https://aclanthology.org/P17-1147.pdf

95K question answer pairs 

authored by trivia enthusiasts 

and independently gathered 

evidence documents

• It has relatively complex, 

compositional questions

• It has considerable syntactic and 

lexical variability between 

questions and corresponding 

answer-evidence sentences

• It requires more cross sentence 

reasoning to find answers.

https://aclanthology.org/P17-1147.pdf


Metrics: Question Answering

• Exact Match (EM): Measures the percentage of predictions that 

exactly match any one of the ground truth answers. An EM score 

of 100% would mean the model produced exact matches for all 

questions.

• F1 Score: Calculates the overlap between the prediction and the 

ground truth answers at the word level. It considers both precision 

and recall, making it useful for partial matches. The F1 score is 

especially helpful for evaluating answers with close but not exact 

matches.



Machine Translation

https://aclanthology.org/2023.wmt-1.54.pdf

WMT (Workshop on Machine Translation)

WMT 2023

https://aclanthology.org/2023.wmt-1.54.pdf


Summarization

Xsum Dataset

https://aclanthology.org/D18-1206.pdf

CNN / Daily Mail Dataset

https://arxiv.org/pdf/1704.04368

https://aclanthology.org/D18-1206.pdf
https://arxiv.org/pdf/1704.04368


Metrics:
Machine Translation and Summarization

• BLEU: Measures the overlap of n-grams between the machine-

translated output and one or more reference translations.

• ROUGE: measures the overlap of n-grams, favoring recall. 

ROUGE-L specifically measures longest common subsequence.

• METEOR: Accounts for stemming and synonyms, offering more 

linguistic flexibility than BLEU.

• ChrF (Character F-score): Based on character-level n-grams 

instead of word-level, making it more suitable for languages with 

rich morphology. ChrF is gaining popularity due to its adaptability 

to different languages.

• COMET and BERTScore: use embeddings to capture semantic 

similarity between machine translations and reference translations



General Language Understanding Evaluation

（GLUE）

https://arxiv.org/pdf/1804.07461

https://arxiv.org/pdf/1804.07461


SuperGLUE

https://arxiv.org/pdf/1905.00537

https://arxiv.org/pdf/1905.00537


Massive Multitask

Language Understanding (MMLU)

https://arxiv.org/pdf/2009.03300

https://arxiv.org/pdf/2009.03300


Massive Multitask

Language Understanding (MMLU)

Summary of all 57 tasks.

https://arxiv.org/pdf/2009.03300

https://arxiv.org/pdf/2009.03300


MMLU – Tracking the 

Progress of LLMs

https://x.com/maximelabonne/status/1816416043511808259

https://x.com/maximelabonne/status/1816416043511808259


Big Bench

https://arxiv.org/pdf/2206.04615

https://arxiv.org/pdf/2206.04615


Big Bench Hard (BBH)

https://arxiv.org/pdf/2210.09261

https://arxiv.org/pdf/2210.09261


Big Bench Hard (BBH)

https://arxiv.org/pdf/2210.09261

https://arxiv.org/pdf/2210.09261


HELM: Holistic Evaluation of Language Models

https://arxiv.org/pdf/2211.09110

https://arxiv.org/pdf/2211.09110


Chatbot Arena: 

Evaluation by Human Preference



Elo Rating System

https://blog.lmarena.ai/blog/2023/arena/

https://blog.lmarena.ai/blog/2023/arena/


Chatbot Arena Leaderboard

https://lmarena.ai/

https://lmarena.ai/


Chatbot Arena Leaderboard

https://lmarena.ai/

https://lmarena.ai/


Chatbot Arena Leaderboard

https://lmarena.ai/

https://lmarena.ai/


LLM-as-Judge: MT-Bench

https://arxiv.org/pdf/2306.05685

https://arxiv.org/pdf/2306.05685


LLM-as-Judge: Pros and Cons

1.Scalability and Speed: LLMs can 

evaluate a large number of responses 

or submissions quickly

2. Cost Efficiency: Using an LLM can 

be less costly than relying on multiple 

human judges, especially for large-

scale evaluations.

3.Flexibility: LLMs can be fine-tuned or 

adjusted for specific criteria or tasks, 

allowing them to judge based on 

different sets of standards.

1.Risk of Misinterpretation: LLMs may 

misinterpret input if phrasing is unusual.

2.Vulnerability to Manipulation. LLMs 

may be susceptible to adversarial 

prompts or "gaming" techniques (e.g., 

jailbreaking).

3.Limited Understanding of Nuance: 

LLMs can struggle with understanding 

subjective, nuanced, or context-

dependent elements in evaluation, 

Pros: Cons:



LLMs Evaluation Open Questions

•How can we speed and scale up evaluation while 
maintaining the evaluation accuracy?

•How can we more efficiently and cost-effectively 
approximate human preference?

•How to solve the mismatch between human preference 
(e.g., Chatbot Arena) and task accuracy on standard 
benchmarks (e.g., MMLU, MATH)?

•How to construct benchmarks that are in a dynamic 
fashion? 

•How to construct benchmark to lower contamination 
issues?



Multimodal LLMs

















Multimodal Tasks







https://arxiv.org/abs/1809.01696

https://arxiv.org/abs/1809.01696


https://arxiv.org/pdf/1811.00491

https://arxiv.org/pdf/1811.00491


https://okvqa.allenai.org/

https://okvqa.allenai.org/


MMMU

https://arxiv.org/pdf/2311.16502

https://arxiv.org/pdf/2311.16502


https://epic-kitchens.github.io/2022

https://epic-kitchens.github.io/2022


https://github.com/IvonaTau/ikea

https://github.com/IvonaTau/ikea


Vision Transformers



https://arxiv.org/abs/1906.05909

https://arxiv.org/abs/1906.05909


https://arxiv.org/abs/2010.11929

https://arxiv.org/abs/2010.11929


https://arxiv.org/abs/2010.11929

https://arxiv.org/abs/2010.11929


https://arxiv.org/pdf/2106.08254

https://arxiv.org/pdf/2106.08254


https://arxiv.org/pdf/2103.00020

CLIP

https://arxiv.org/pdf/2103.00020


https://arxiv.org/pdf/2103.00020

https://arxiv.org/pdf/2103.00020


https://arxiv.org/pdf/2103.00020

https://arxiv.org/pdf/2103.00020


https://arxiv.org/pdf/2301.12597

BLIP2

https://arxiv.org/pdf/2301.12597


LLaVA

https://llava-vl.github.io/

https://llava-vl.github.io/


https://llava-vl.github.io/

LLaVA Instruction

https://llava-vl.github.io/






https://arxiv.org/pdf/2405.09818

https://arxiv.org/pdf/2405.09818


https://lilianweng.github.io/posts/2021-07-11-diffusion-models/

https://lilianweng.github.io/posts/2021-07-11-diffusion-models/


More on CS 11-777: Multimodal Machine Learning 

https://cmu-mmml.github.io/

https://cmu-mmml.github.io/


Questions?
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