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What is Machine Reading?

* Read a passage, try to answer guestions about
that passage

* Contrast to knowledge-base QA, need to
synthesize the information in the passage as well

* The passage is the KB!



Machine Reading lasks



Machine Reading lasks

* Multiple choice gquestion
e Span selection

e Cloze (till-in-the-blank) style



Multiple-choice
Question Tasks

e MCTest (Richardson et
al. 2013): 500 passages
2000 questions about
simple stories

* RACE (Lai et al. 2017):
28,000 passages
100,000 questions from
English comprehension
tests

James the Turtle was always getting in trouble.
Sometimes he'd reach into the freezer and empty out
all the food. Other times he'd sled on the deck and get
a splinter. His aunt Jane tried as hard as she could to
keep him out of trouble, but he was sneaky and got
into lots of trouble behind her back.

One day, James thought he would go into town and
see what kind of trouble he could get into. He went to
the grocery store and pulled all the pudding off the
shelves and ate two jars. Then he walked to the fast
food restaurant and ordered 15 bags of fries. He did-
n't pay, and instead headed home.

His aunt was waiting for him in his room. She told
James that she loved him, but he would have to start
acting like a well-behaved turtle.

After about a month, and after getting into lots of
trouble, James finally made up his mind to be a better
turtle.

1) What is the name of the trouble making turtle?
A) Fries

B) Pudding

C) James

D) Jane

2) What did James pull off of the shelves in the gro-
cery store?

A) pudding

B) fries

C) food

D) splinters

3) Where did James go after he went to the grocery
store?

A) his deck

B) his freezer

C) a fast food restaurant

D) his room

4) What did James do after he ordered the fries?
A) went to the grocery store

B) went home without paying

C) ate them

D) made up his mind to be a better turtle




Span Selection

 SQuUAD (Rajpurkar et al.
2016): 500 passages
100,000 guestions on
Wikipedia text

* TriviaQA (Joshi et al.
2017): 95k questions,
650k evidence documents
(distant supervision)

In meteorology, precipitation is any product
of the condensation of atmospheric water vapor
that falls under gravity. The main forms of pre-
cipitation include drizzle, rain, sleet, snow, grau-
pel and hail... Precipitation forms as smaller
droplets coalesce via collision with other rain
drops or ice crystals within a cloud. Short, in-
tense periods of rain in scattered locations are
called “showers"”.

What causes precipitation to fall?
gravity

What is another main form of precipitation be-
sides drizzle, rain, snow, sleet and hail?
graupel

Where do water droplets collide with ice crystals
to form precipitation?
within a cloud




Cloze Questions

 CNN/Daily Mail dataset: Created from summaries
of articles, have to guess the entity

Original Version

Anonymised Version

Context
The BBC producer allegedly struck by Jeremy
Clarkson will not press charges against the “Top
Gear” host, his lawyer said Friday. Clarkson, who
hosted one of the most-watched television shows
in the world, was dropped by the BBC Wednesday
after an internal investigation by the British broad-
caster found he had subjected producer Oisin Tymon
“to an unprovoked physical and verbal attack.” ...

the ent381 producer allegedly struck by ent212 will
not press charges against the “ ent/53 ” host , his
lawyer said friday . ent212 , who hosted one of the
most - watched television shows in the world , was
dropped by the ent381 wednesday after an internal
investigation by the ent/80 broadcaster found he
had subjected producer ent/93 “ to an unprovoked
physical and verbal attack . ” ...

Query
Producer X will not press charges against Jeremy
Clarkson, his lawyer says.

producer X will not press charges against ent212 ,
his lawyer says .

Answer
Oisin Tymon

entl193

e Entities anonymized to prevent co-occurance clues



What is Necessary for
Machine Reading?

* We must take a large amount of information and
extract only the salient parts
— Attention

* We must perform some sort of reasoning about the
information that we've extracted
— Multi-step Reasoning



Attention Models for
Machine Reading



A Basic Model for
Document Attention

* Encode the document and the question, and
generate an answer (e.g. a sentence or single word)

Document \ / Question

encode

14

— predict — Answer

* Problem: encoding whole documents with high
accuracy and coverage Is hard!



A First Try: Attentive Reader

(Hermann et al. 2015)

* Read the query (u) first, then attend to the values in
the context vector

[N

went to England visited England

* Allows the model to focus on relevant information,
but query Is not considered during encoding



Impatient Reader
(Hermann et al. 2015)

* Re-read the document every time you get a new
guery token and update understanding

0—*0—*0\

HiH

went to England X visited England




Attention Sum Reader
(Kadlec et al. 2016)

* |nstead of attending to get representation, attend to each
entity in the source document

* [he score of the entity is the sum of the attention scores
over all mentions of the entity

Document Question

XXXXX visited Prague

Input text Obamag and Putin ... said Obama in Prague

e(XXXXX) e(visited) e(Prague)

«werr €(Obama) : e(and) e(Putin) .....

Embeddings e(said) e(Obama) e(in) e(Prague)

Recurrent
neural
networks

Dot products

Softmax s;
£ H
overwords || ... I R S
i n th e O e oo

document

Probability of P(Obamalq, d) — Z S; = Sj + Sj+5

the answer
iel(0Obama,d)




Attention-over-attention
(Cui et al. 2017)

e |dea: we want to know the document words that

match best with the most important words in the query
P(“Mary"|D,Q) = Z 5 =5 +5k

iel(“Mary” D)
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what document words
match each query word?
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* This method + BERT + data augmentation currently tops the SQUAD leaderboard



Choosing Answer Spans



Word Classification vs.
Span Classification

* |n span-based models, we need to choose a multi-word span

In meteorology, precipitation is any product
of the condensation of atmospheric water vapor
that falls under gravity. The main forms of pre-
cipitation include drizzle, rain, sleet, snow, grau-
pel and hail... Precipitation forms as smaller
droplets coalesce via collision with other rain
drops or ice crystals within a cloud. Short, in-
tense periods of rain in scattered locations are
called “showers".

e |n contrast:

* Previous single-word machine reading models choose a
single word or entity

e Other models such as NER choose multiple spans



Bidirectional Attention Flow
(Seo et al. 2017)

Calculate doc2ctxt, ctxt2doc attention

* Both representations concatenated to word representations themselves
In the document

Start End Query2Context
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Dynamic Span Decoder
(Xiong et al. 2017)

* lteratively refine the left and right boundaries
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Multl-step Reasoning



Multl-step Reasoning

* |t might become clear that more information is
necessary post-facto

John went to the hallway
John put down the football

Q: Where is the football?

Step 1: Attend to football  Step 2: Attend to John

Example: Kumar et al. 2016



An Aside: Traditional
Computational Semantics

 Reasoning is something that traditional semantic
representations are really good at!

VXDIE(x) — DIE(MIA) A DIE(ZED)

1 F(VxXDIE(x) — DIE(MIA) A DIE(ZED))

2 TVxXDIE(X) 1, F,
3 F(DIE(MIA) A DIE(ZED)) 1, F.,
4 TDIE(MIA) 2, Ty

5 TDIE(ZED) 2, Ty

6 FDIE(MIME(ZED) 3, Fi

o See "Representation and Inference for Natural
Language" (Blackburn & Bos 1999)

* Most neural networks are just a very rough approximation...



Memory Networks
(Weston et al. 2014)

e A general formulation of models that access external

memory through attention and specific instantiation for
document-level QA

* |n specific QA model, first do arg-max attention:

01 = O1(z,m) = argmax so(x, m;)
i=1,...,N

e But with additional argmax step to get a second element
from memory, conditioned on first

02 = O2(xz, m) = argmax so([z, m,, |, m;)
i=1,....N

e Use both to get the answer

T —= argmax,wew SR([:E, molamOQ])w)



Softened, and Multi-layer
Memory Networks (sukhbaatar et al. 2015)

* Use standard softmax attention, and multiple layers




When to Stop Reasoning”?

* A fixed number of sequences (e.g. Weston et al.
2014)

* When we attend to a “stop reasoning” symbol (e.g.
Kumar et al. 2016)

* Have an explicit “stop reasoning” predictor (e.Q.
Shen et al. 2017)



Coarse-to-fine Question
ANSWETrINg (Choi et al. 2017)

* First, decide which sentence to cover, then reason

Document (d)

~3 &
. Sentence Selection (Latent)
: .
I I
| h 4
|

Document Summary (d)

|

|
v

"4 Answer Generation (RNN)

I
h

Answer (y)

e This is also a variety of multi-hop reasoning
* Applies to retrieval + QA as well (Chen et al. 2017)



Differentiable Theorem
PI’OViﬂg (Rocktaschel and Riedel 2017)

 Combination of theorem provers for first order logic
and distributed representations

org([s,4, 4], 2, (2,1)) ;

41/ |2_ T

unifyg([father0f, ABE, HOMER], [s,1,j], (2, 1)) unifyg([grandfather0f, X, Y], [s, 1, j], (2, 1))

\ Y

S1 = (9, p1) So = (T, p2) S3 = ({X/i,Y/j}, p3) \Example Knowledge Base:

. 1. fatherOf(ABE, HOMER).

' 2. parent0f(HOMER, BART).
13, grandfather0f(X,Y) -
father0f (X, Z),
parent0f(Z, Y).

andg([[father()f, X,7],[parent0f,Z, Y]], 2, 53)
Y substitute
. org([father0f,i,7],1,55)

unifyg([father0f, ABE, HOMER], [father0f, i, 7], S3) ‘o unifyg([parent0f, HOMER, BART], [father0f, i, 7], S3)

| \ |

Sz1 = ({X/i,Y /j,Z/HOMERY}, p31) S33 = FAIL S32 = ({X/i, Y /j, Z/BART}, p32)
\/ \/

andy ([parent0f,Z, Y],2, S31) andy ([parent0f, Z, Y], 2, S32)

Y substitute ¥ substitute

ory([parent0f, HOMER, j], 1, S3;) ory ([parent0f, BART, j], 1, S32)

7 > A
Sa11 = ({X/i,Y/j, 7/HOMER}, p311) * Sa13 = FAIL S395 = FAIL * Sao1 = ({X/i,Y/j,7/BART}, p3o1)

Ss12 = ({X/4,Y/j,Z/HOMER}, p312) Saza = ({X/i,Y/j, Z/BART}, p3as)




Question Answering with
Context (choi et al. 2018, Reddy et al. 2018)

Section: ff‘Dzll‘l‘y Duck, Origin & History

STUDENT: What is the origin of Daffy Duck?
TEACHER: <> firstappeared in Porky’s Duck Hunt
STUDENT: What was he like in that episode?
TEACHER: <> assertive, unrestrained, combative
STUDENT: Was he the star?

. . TEACHER: <> No, barely more than an unnamed
e Answer guestions in TS AT

STUDENT: Who was the star?
TEACHER: < No answer
Seq uence’ SO ConteXt STUDENT: Did he change a lot from that first
. . episode in future episodes?

frOm p reVI O U S q U eSUO n S TEACHER: <> Yes, the only aspects of the char-

acter that have remained consistent (...) are his

m u St b e u Se d | n n eXt voice characterization by Mel Blanc

STUDENT: How has he changed?

an SW er TEACHER: <> Daffy was less zu.nhmpomorphic

STUDENT: In what other ways did he change?

TEACHER: <3 Daffy’s slobbery, exaggerated lisp
(...) 1s barely noticeable in the early cartoons.

STUDENT: Why did they add the lisp?

TEACHER: <3 One often-repeated “official” story
is that it was modeled after producer Leon
Schlesinger’s tendency to lisp.

STUDENT: Is there an “unofficial” story?

TEACHER: <> Yes, Mel Blanc (...) contradicts
that conventional belief




A Caveat about Data Sets



All Datasets Have I heir
Blases

e No matter the task, data bias matters
e Domain bias
o Simplifications

* |n particular, for reading comprehension, real, large-
scale (copyright-free) datasets are hard to come by

 Datasets created from weak supervision have not
been vetted



A Case Study: bADI

(Weston et al. 2014)

* Automatically generate synthetic text aimed at evaluating
whether a model can learn certain characteristics of language

Task 1: Single Supporting Fact Task 2: Two Supporting Facts
Mary went to the bathroom. John is in the playground.
John moved to the hallway. John picked up the football.
Mary travelled to the office. Bob went to the kitchen.
Where is Mary? A:office Where is the football? A:playground
Task 3: Three Supporting Facts Task 4: Two Argument Relations
John picked up the apple. The office is north of the bedroom.
John went to the office. The bedroom is north of the bathroom.
John went to the kitchen. The kitchen is west of the garden.
John dropped the apple. What is north of the bedroom? A: office
Where was the apple before the kitchen? A:office What is the bedroom north of? A: bathroom

* Problem: papers evaluate only on this extremely
simplified dataset, then claim about ability to learn
language

- Extra Credit: \Write a prologue solver for bADbl!



An Examination of CNN/
Dal\y Mall (Chen et al. 2015)

* Even synthetically created real datasets have problems!

 An analysis of CNN/Daily Mail revealed very few
sentences required multi-sentence reasoning, and many
were too difficult due to anonymization or wrong
preprocessing

No. Category (%)
1 Exact match 13
2 Paraphrasing 41
3 Partial clue 19
4 Multiple sentences 2
5 Coreference errors 8
6 Ambiguous / hard 17




Adversarial Examples In
Machine Reading (Jia and Liang 2017)

e Add a sentence or

word string specifically
designed to distract the

model

* Drops accuracy of

state-of-the-art models

from 81 to 46

AddSent
What city did Tesla move to Prague

in 18807 | (step 1) (Step 2)
Mutate Generate

question fake answer

What city did Tadakatsu move to Chicago

in 18817
(Step 3)
Convert into
statement

Tadakatsu moved the city of
Chicago to in 1881.

(Step 4)

Fix errors with
crowdworkers,
verify resulting
sentences with
other crowdworkers

\/

Adversary Adds: Tadakatsu moved to the city
of Chicago in 1881.

Model Predicts: Chicago




Adversarial Creation of New
Datasets” (Zellers et al. 2018)

* |dea: create datasets that current models do poorly
on, but humans do well

* Process:
* (Generate potential answers from LM
* Find ones that QA model does poorly on

e Have humans filter for naturalness



Natural Questions
(Kwiatkowski et al. 2019)

* Opposite approach:

* create questions
naturally from search
logs

e Use crowdworkers to
find corresponding
evidence

Example 1

Question: what color was john wilkes booth’s hair

Wikipedia Page: John-Wilkes_-Booth

Long answer: Some critics called Booth “the handsomest man in
America” and a “natural genius”, and noted his having an “astonish-
ing memory’’; others were mixed in their estimation of his acting. He
stood 5 feet 8 inches (1.73 m) tall, had jet-black hair , and was lean
and athletic. Noted Civil War reporter George Alfred Townsend de-
scribed him as a “muscular, perfect man™ with “curling hair, like a
Corinthian capital”.

Short answer: jet-black

Example 2

Question: can you make and receive calls in airplane mode
Wikipedia Page: Airplane_mode

Long answer: Airplane mode, aeroplane mode, flight mode, offline
mode, or standalone mode is a setting available on many smartphones,
portable computers, and other electronic devices that, when activated,
suspends radio-frequency signal transmission by the device, thereby
disabling Bluetooth, telephony, and Wi-Fi. GPS may or may not be
disabled, because it does not involve transmitting radio waves.

Short answer: BOOLEAN:NO

Example 3

Question: why does queen elizabeth sign her name elizabeth r
Wikipedia Page: Royal_sign-manual

Long answer:  The royal sign-manual usually consists of the
sovereign’s regnal name (without number, if otherwise used), fol-
lowed by the letter R for Rex (King) or Regina (Queen). Thus, the
signs-manual of both Elizabeth I and Elizabeth II read Elizabeth R.
When the British monarch was also Emperor or Empress of India, the
sign manual ended with R I, for Rex Imperator or Regina Imperatrix
(King-Emperor/Queen-Empress).

Short answer: NULL




Questions?



